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Marketing and Visitor’s Satisfaction 

 
Tomáš SADÍLEK 

University of Economics1, Prague, Czech Republic 
tomas.sadilek@vse.cz 

Abstract:  

The aim of the paper is to describe regional marketing as its own applied discipline of regional economics 
and to illustrate the method of visitors' satisfaction measurement in the field of regional marketing and tourism. 
Firstly, there are presented term regional marketing, various theoretical approaches, differences between company 
marketing and regional marketing, history of regional marketing and its applications. There are also demonstrated 
satisfaction measurement methods with focus on satisfaction pyramid method and Customer Satisfaction Index. In 
the field part, successful Czech experience with satisfaction measurement in the tourism and key outcomes from 
satisfaction research are introduced. The main research output is setting factors with the highest level of satisfaction 
and sinking trend of visitors' satisfaction in last three years. The project was ordered by Moravian-Silesian region 
to detect information about visitors of region for changing a marketing strategy in tourism.  

Keywords: regional marketing, tourism, marketing research, satisfaction measurement. 

JEL Classification: M31, R10. 

Introduction 

Regional marketing has in last couple of years increasing importance in theory as well in practice. Although 
people did not know regional marketing as a concept in past, they intuitively used some basic rules. Various 
locations strived to address potential investors, inhabitants or tourist. The theory of regional marketing has 
appeared 30 years ago as a systematic approach to manage certain localities (cities, counties, countries and 
regions) and there is customer orientation. Regional marketing uses many methods and tools common for company 
marketing (or profit organizations marketing). There are used situation analysis, SWOT analysis, positioning, 
branding, marketing research methods, marketing communication and other. One of the marketing research 
methods, which are suddenly still not very frequent in the Czech Republic, is satisfaction measurement. 

The structure of this study is divided in several parts. First pharagraph called “Regional marketing” presents 
theoretical approaches, history and application of regional marketing and define its differences to business 
marketing. Next paragraph is about customer satisfaction in regional marketing, where some approaches to 
customer satisfaction are described. In the fourth part, “Results and discussions”, methodological framework, with 
research questions and information about samples are presented and then outputs from national research on tourist 
visitors’ satisfaction support previous theories. The goal of the research is to present, how is regional marketing 
and measurement of visitors’ satisfaction in the Czech Republic used. Research question of the study are: (1) How 
intensive is utilization of visitors’ satisfaction in regional marketing? (2) What are the main factors which visitors 
evaluate by highest satisfaction? and (3) How CSI (Customer Satisfaction Index) has been developed since 2010 
till 2014. The results of the survey are discussed and its implications for public authorities. 
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Conclusion 

The main contribution of the article is a description and utilization satisfaction measurement as a one of 
marketing techniques in the field of regional marketing, which is until now not very used in the Czech Republic. 
There are presented contemporary information about regional marketing, its theory, history and applications. 
Presented methods of satisfaction measurement are suitable for practical use and there are also used in the project 
of visitors' satisfaction measurement in Moravian-Silesian region. Even though, regional marketing has still more 
important role in the regions and countries, it is not implemented as a complex approach to managing these spatial 
areas (like in companies), but almost only same chosen methods and techniques. Very important output or regional 
marketing is also to set marketing strategy to address potential visitors.  

The main findings of presented research example in the field part of article are distribution of total 
satisfaction, factors with the highest level of satisfaction and also sinking trend of visitors' satisfaction in last three 
years. 
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Abstract: 

Given the central position occupied by the exchange rate and its important role in terms of equilibrium of the 
supply of and foreign currency demand, its analysis appears among the most active areas of economic research. 
In this regard, researchers were developed several parametric and non-parametric approaches to model exchange 
rate behavior. Among these methods, we are particularly interested to fractional Brownian motion (fBm) to model 
the complexity of used series. The main step of this model is the estimation of Hurst index, which plays a very 
important role in the research of processes with self-similarity proprieties. 

In this paper, we analyze firstly, the evolution of two important series of exchange rates which have a 
significant impact on the Moroccan economy. In the second, we carry out a comparative analysis of the Hurst 
exponent statistical properties, using geometrical, temporal, spectral and multi-scale analysis estimation methods. 
The choice of the efficient method is evaluated in terms of robustness and efficiency. 

Keywords: exchange rate, fractal, fractional Brownian motion, Hurst exponent. 

JEL Classification: C13, C14, C15, C60, E52, F31. 

Introduction 

Exchange rate has been one of the most active areas of economic research over the last years. It occupies 
a central position in monetary policy, where it may serve as a target or a key macroeconomic instrument. This 
indicator may be actively managed, in conjunction with other components of monetary policy, with the aim of 
achieving desired objectives in the areas of inflation or balance of payment. To achieve these goals, monetary 
authorities can adopt diverse exchange rate regimes. Morocco, for example uses a fixed one, since April 25, 2001. 
Due to the importance of exchange rate, several theoretical and empirical studies were established with aim the 
monitoring and the high accurate and precise modeling of the exchange rate evolution. In this context, the objective 
of this paper is twofold: on the one hand, we analyze and examine the evolution of two important series of exchange 
rate which have a significant impact on the Moroccan economy, namely “Euro/MAD” and “Dollar/MAD”. On the 
other hand, we exploit the concept of fractal analysis for measuring the complexity of those series. To achieve this, 
we present the daily evolution of exchange rate series (Euro/MAD) and (USD/MAD) in the second section. The 
third one describes briefly fractional Brownian motion and fractal dimension concepts. The empirical estimates are 
discussed in section four. The paper ends with results and discussions. 
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Conclusion 

The dynamic of exchange rate, considered as a key macroeconomic indicator, is entirely determined by a 
wide range of economic, financial, political and social factors. This fact has not been without effectson the stability 
of the banking system, prices and competiveness. Consequently, the study of exchange rate behavior appears to 
be of great importance. In this regard, many researchers tried to adjust several models and among them we find a 
Fractional Brownian motion (fBm), which requires the estimation of the so-called Hurst exponent.  

In this paper, we conduct a comparative analyze of different estimators of this index using geometrical, 
temporal, spectral approaches and methods based on a multi-scale analysis. The comparison is based on a 
simulation of a synthetic fBm signal with a specific Hurst index values. The estimation of this index will be evaluated 
in terms of bias (robustness) and variance (efficiency). 

The retained value in our study consecrated to analyze the (USD/MAD) and (Euro/MAD) series, exhibits 
Brownian motion (fBm with H very close to 0.5) of the exchange rates time series. In simple words, the both series 
indicate the performance of Random walk, which means that there is no correlation between the present and future 
values. This fact is partially due to the fixed adopted regime of exchange rate in Morocco which was chosen by 
monetary authorities to ensure the stability of MAD in terms of nominal effective exchange rate and to reduce the 
fluctuation effect of international currencies.  

Thus, our main contribution in this paper is to prove the behavior of Random walk of exchange rate, which 
is attributed to the adopted regime. This choice has a direct negative effect in terms of competitiveness and a 
positive effect on price stability, hence the importance of studying the fixity-flexibility choice, which represents a 
real dilemma for monetary authorities, in terms of benefits and risks. 
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Abstract: 
The small and medium-sized enterprises (SMEs) have always played a special role in the economic and 

social life of the countries based on a market economy, being at the basis of revival of many economies. The 
dynamism, the flexibility, the mobility, the innovative potential means the characteristic of SMEs, being considered 
essential for the cohesion of the economic structure, for the economic growth and for the creation of the new jobs. 
The present paper aims to highlight the importance and necessity of the creation and development of the small and 
medium-sized businesses in the countries which are based on the market economy, starting from the definition of 
the concept in the various authors’ vision in the field, continuing with the presentation of specific features of the 
small and medium-sized businesses and with the presentation of the main classification criteria of these. At the end 
of the paper we highlight the role and importance of the small and medium-sized businesses, as generators of the 
biggest part of the Gross Domestic Product of every country and by providing the jobs for the majority of the 
occupied population. 

Keywords: micro-entreprises, small enterprises, medium-sized enterprises, turnover, number of employees, total 
assets. 

JEL classification: M13, M21. 

Introduction 

In the recent decades SMEs have an experienced spectacular development, occuping an important place 
in the economic structures of the most countries of the world, gaining the appreciable proportion as number, the 
employees and turnover in all the companies. We can say that one of the characteristic features of the current 
stage of evolution and of the modern economies is the spectacular development of SMEs. Basing on these 
affirmations the paper presents the SMEs which are in the forefront of the economic development.  

The largest part of the gross domestic product (GDP) occurs within the small and medium-sized enterprises, 
the majority of the occupied labour force works in SMEs, the most dynamic companies in the top fields-computer 
science, genetics, biotechnology, management consulting, engineering, etc.-are or were SMEs until a few years 
ago, and a big part of the recent inventions and innovations was generated by SMEs.  

In the first part of the paper we begin to items of a general nature concerning the definition of SMEs. The 
acronym "SMEs" entered in the current language to refer to small and medium-sized enterprises, a category of the 
big companies. The main reason for which it is necessary to have a definition of small and medium-sized enterprises 
is that in the last period, at the level of very many countries, there is wanted the implementation of the industrial 
(preferential) policy regarding this type of companies. The rigorous analysis of definitions relating to small and 
medium-sized enterprises leads to a division of them into two subcategories: on the one hand the definitions using 
the quality criteria, being named the sociological and analytical criteria and, on the other hand, those use 
quantitative criteria. From the category of the quantitative definitions there is the most important definition from the 
European Union level which is also adopted and in the Romanian legislation. 

Thus in the European Commission Recommendation there is stated: "the category of the micro enterprises, 
small and medium-sized enterprises (SMEs) is made from enterprises which employ fewer than 250 persons and 
which have an annual net turnover of up to 50 million euro and/or hold total assets until 43 million euro." In the 
second paragraph, we present the distinctive features of them according to the various specialists’ opinion in the 
field. Brief characteristics of SMEs are: small size or relative reduced size; specialization; extremely dynamic 
demographics; difficulties that they meet at the entrance or exit on/from the market; high innovative potential; 
flexibility; workers’ polivalence; insufficiency of available capital. The penultimate paragraph will describe the most 
relevant criteria for the classification of small and medium-sized enterprises as: property type, type of market and 
operating space, growth rate and rate of innovation. In the last paragraph we will insist on the role of SMEs in the 
economy: it generates the biggest part of GDP of each country, it provides the jobs for the majority of the occupied 
population, it generates in a large proportion the technical innovations of the economy, it increases the competitive 
nature of the markets, etc. 

mailto:loredana.hobeanu@yahoo.com
mailto:loredana.hobeanu@spiruharet.ro


Journal of Applied Economic Sciences 
Volume XI, Issue 3(41), Summer 2016 

 

Conclusions 

In Romania, after 1990, there was produced a veritable explosion in the field of creation and development 
of SMEs, which determined their strong affirmation in the national economy, the high growth of their contribution to 
the achievement of GDP, at the increase of the exports and at the creation of new jobs. In spite of the inherent 
difficulties the transition process of the Romanian economy to the market economy and in spite of the insufficient 
attention granted to the problems of SMEs, in the first years of transition there was emerged a distinct sector of this 
category of businesses, whose institutional framework developed and strengthened continuously, thus occuping a 
definite place in the configuration of the economy assembly. 

In the present paper we started defining SMEs, stressing that there is not a widely recognized definition of 
SMEs, in the literature being many approaches, leaving from the different philosophies regardings on the size of 
the company and of the expression and quantification ways. The analysis of definitions relating to SMEs determined 
the division into two subcategories: on the one hand the definitions using quality criteria and on the other hand, the 
definitions are using the quantitative criteria. We presented the three criteria of the European Commission for the 
definition of SMEs, namely: average number of employees, total assets and turnover. 

We also presented, with the help of a figure, a ranking of SMEs according to European recommendations, 
depending on the size of the three indicators, distinguishing three types of companies: medium-sized enterprises, 
small enterprises and micro-enterprises. In the next paragraph we showed the distinctive features of SMEs 
according to many authors. Dynamism, flexibility and adaptability, resistance in the crisis conditions represent the 
characteristic features of SMEs, which are regarded as essential for the creation of new jobs. It explains that the 
trend of concentration of the economic activity are reversed in favor of often the small-sized units, whose role 
becomes major in the restructuring the economies, in achieving a balance of the activities on the national territory 
and thus in the economic growth. 

Finally, SMEs, although by definition are relatively reduced in size, present a remarkable complexity and 
variety, characteristics and specific functionality, whose knowledge and taking into account are compulsory in order 
to amplify their economic and social performances. 
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Abstract 

Under  the conditions of global uncertainty and unbalance of domestic economic policy, organizational and 
financial mechanism of new Russian industrial policy should ensure possibility for realization of risk-oriented 
strategies for Russian companies, i.e., it should include topological strategies of transforming investment, 
institutional modeling, increase of the quality of business environment, projecting and realization of financial tools, 
implementation of interactive technologies of monitoring and control, evaluation of initial and final effectiveness of 
projects, and possibility for correction of parameters of program documents on the basis of data on modification of 
external environment, transformed technologies of artificial neuron networks and processes means of financial 
diagnostics for achievement of high-precision financial engineering for the purpose of resource provision of 
development of Russian non-financial  companies. 

Keywords: industrial policy and clusters, management, investment and financial mechanism, corporate finances, 
risks, development management, infrastructural projects. 

JEL Classification: G63, L52. 

Infrastructural development and incorporation as organizational outline of new Russian industrial policy 

Experts with liberal views criticize domination of companies with state participation in Russia – but it should 
be acknowledging that, for the purpose of anti-crisis regulation and in view of global geopolitical risks, use of 
possibilities of large state corporations for provision of realization of economic goals is well reasoned. This is caused 
by the fact that private investors cannot be quickly and effectively integrated into projects which are to some extent 
related to provision of economic security: private capital is oriented at self-preservation and reproduction, that’s 
why it is unlikely that private investors will be able to be good intermediaries in long and expensive projects under 
the conditions of unstable external environment.  

It should be noted that development of startups in Russian economy is not excluded – quite on the contrary, 
it is welcomed, but direction of innovational business should correspond to strategic interests of Russia, but not 
popularize technologies oriented at forced development of consuming society. The thesis on “a priori 
ineffectiveness of state companies”, declared by liberal expert society, is not justified: contemporary economic 
history showed that effectiveness of business is determined not by structure of owners.  

Firstly, the very definition “effectiveness” does not have generally accepted treatment and metrics. Secondly, 
index indicators of profitability (which are often used as effectiveness metrics) are often determined by the level of 
informational perturbations in market. Thirdly, financial results of companies’ activities are influenced by quality of 
business environment which depends on many economic and – more often – non-economic factors. A vivid 
example of illegality of a priori statements on effectiveness is growth of Gazprom, which – under the difficult geo-
economic conditions – exceeded the index MSCI World Energy Sector Index (Bershidsky 2015). Rosneft’s results 
are worse, but it is still in the growth area. Index PMI (Project Management Institute) in Russia exceeded 50, which 
shows recovery of business activities. 

It should be taken into account that tendencies for incorporation are preserved in economy of Western 
countries: thus, large private investors lobbied the Agreement in free trade between the European Union and the 
USA, or Transatlantic Trade and Investment Partnership (TTIP). Large Western investors are interested in attempt 
of changing institutional norms of regulation of rules of business, crating precedents of presumption of investors’ 
interests over sovereign interests of countries-members of the future agreement, thus ensuring barriers of entering 
the market for Eurasian and Asian companies. This example is indicative for understanding modern tendencies of 
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doing business under the conditions of high uncertainty: only those who create business environment can make it 
predictable, controllable, and certain.  

In our opinion, this is a reason for preservation of tendency for incorporation and enlargement of business: 
large corporations have a possibility for provision of necessary terms of functioning, and small and medium 
business not has such possibility, as this option contradicts fundamental basis of competition.  

Modeling of parameters of local business environment by large corporations gives them a possibility for 
reduction of force majeur expenditures, i.e., expenditures which lead to bankruptcy and further sanation of market 
during negative phase of economic cycle. Transnational companies work in business environment by the same 
principles as large corporations with state participation. The only difference is that the latter can be involved by 
country’s government into realization of projects which are strategically important for national economy. 

Large corporations, regardless of property structure, can form and model local business environment for 
conduct of their own business, i.e., internalize their transaction costs in their topological strategies in order to control 
them. In Russian practice, local level of executive power shows low effectiveness in part of provision of institutional 
conditions for doing business, which makes corporate structures look for methods, mechanisms, and tools of using 
administrative resource for overcoming institutional destructions. Official state’s entering the structure of owners 
reduces risks of shadow business and development of corruption schemes. It is wrong to think that opportunistic 
behavior and rental schemes during cooperation of business and government are an end in itself for large investors. 
In present Russian reality, there are a lot of examples in which positive cooperation of business and the state led 
to the positive result (projects in Ulyanovsk and Rostov Oblasts, Krasnodar Krai; at the federal level, there is an 
example of realization of large projects by the Federal road agency Rosavtodor within public-private partnership). 

For Russia, large corporations with state participation are, as a matter of fact, drivers of neo-industrial 
growth. Their task is to provide basic production infrastructure for further attraction of private investors within public-
private partnership. Thus, one of the vivid examples of that is construction of transfer hubs for railroad, car, and air 
travels. Construction of multimodal complexes in the suburbs of large cities ensures investment attractiveness of 
residential areas and development in the sphere of trade and entertainment services and solved the problem of de-
urbanization. This is one of the few examples of positive cooperation of state and private capital, realized within the 
model of transforming investment, which is a trend in investment activities for developing countries. 

Large geopolitical risks, negative dynamics of energy markets, and significant risks caused by global threat 
of extremism makes transnational infrastructural projects in Asian-Pacific region of top-priority nature for provision 
of anti-crisis possibilities of the global economy. 

Thus, the research “World Energy Outlook 2015” (International Energy Agency 2015), published on June, 
gives 2 scenarios of development of energy market. Basic scenario is oriented at recovery of market due to 
increased demand from India, China, countries of Africa, Middle East, and South-Eastern Asia, by means of joining 
the energy infrastructure of previously uncovered regions. According to the basic scenario, IEA forecasts the 
equilibrium price of $80/barrel by 2020. The second scenario supposes longer period of low oil prices: by the end 
of the decade, there should be equilibrium price of $50/barrel, and by 2045 – growth to $85/barrel. The basic 
scenario is built on idea of reduction of oil offer due to reduction of oil production and further disappearance of 
certain players from the market due to low break-even point; low prices scenario is built on the idea of preservation 
of current volumes of oil production. It should be noted that India and China are distinguished in the IEA research: 
China, being the largest consumer of energy resources, focuses at further development of energy effectiveness 
strategy, which shows preservation of trend for change of structure and volume of demand for energy resources. 
In its turn, India is the most perspective market as 1/5 of the country’s population does not have access to electric 
supply. 

Satisfaction of new needs requires combined development of energy and transport infrastructure, including 
pipeline transport. According to the Turkish newspaper “Aksam” (Aksam, 2015), at the G20 Summit in Antalya, 
Turkey, the EU supported three critically important infrastructural projects which will make Turkey the energy port 
of Europe: gas pipeline Tesla, which will go from Greece to Austria, Trans-Anatolian gas pipeline (TANAP), which 
will transport Caspian natural gas to Europe, and Trans-Caspian gap pipeline (TCP), which will supply Azerbaijani 
and Turkmen natural gas to Turkey.  

These facts show the growth of significance of energy security under the conditions of increase of the global 
crisis tendencies, and this problem opens new perspectives for regionalization, as a growing tendency of the global 
economy. Provision of energy security requires diversification of energy sources and their types, which leads to 
significant costs of switching and necessity for technological modernization of energy consuming equipment.  
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On the threshold of expected third wave of global crisis, investments into modernization and diversification 
of own energy infrastructure could be allowed only by certain countries. Energy sources will be a dominating factor 
of development by the time of transfer to the fifth and sixth technological modes in most developed and developing 
countries. 

Issue of export substitution in the energy market for Russia is being solved: a large portfolio of joint projects 
with Asian partners is initiated – they suppose not only export of energy sources but development of basic 
infrastructure necessary for industrial production. Negotiations between Russia and Germany on construction of 
Nord Stream 2 along the bottom of the Baltic Sea were renewed – together with the Turkish pipeline, it will replace 
the previously used branch of the pipeline through Ukraine, which will lead to increase of economic decline in this 
country, which became a trigger of geopolitical tension between Russia, the EU, and the USA.  

Experts state that quotas from the EU to Ukraine – even under the condition of their full use – will not allow 
replacing shortfalls in income due to embargo, implemented by Russia as part of counter-sanctions (Blinov 2015).  

This means aggravation of difficult socio-economic state of Ukraine, which will lead to migration of population 
to the EU – which is a negative factor for European economy which has faced force majeur expenditures due to 
migrants from Middle East, including “financial refugees”. 

At the threshold of the third wave of global economic crisis, transnational infrastructural projects are capable 
of enlivening business activities and providing sources of economic growth of whole regions in the global economic 
environment. However, order of business should include the issue of provision of security of large infrastructural 
objects against diversion attacks, as the region of realization is subject to risks of extremism. At present, it is 
possible to state that large transnational infrastructural projects should be realized with participation of such 
countries as Russia, which proved its capability of protecting civilization from extremism (Forsyth 2015). We focus 
attention on the fact that in new reality, capability of provision of military security of specific territory is a factor of its 
investment attractiveness, which should be taken into account by companies of corporate sector of economy in 
their investment programs. 
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Abstract 

Procrastination is used in a broad sense to postpone or defer the things until tomorrow. Many variables such 
as task avoidance, uncertainty, fear of failure, low self-esteem can be mentioned as the antecedents of 
procrastination in the literature; in addition, low self-efficacy is also considered one of the antecedents of 
procrastination. Self-efficacy refers to individuals' belief in fulfilling the specific tasks successively through needed 
behavior patterns and cognitive processes. In this respect, the primary objective of this study is to examine the 
relationship between self-efficacy and procrastination. The study uses a structural equation model (SEM) to 
produce causal relationship and analyze the data from 281 employees in Nevsehir Hacı Bektaş Veli University, in 
Turkey. The results showed that there was a negative relationship between self-efficacy and procrastination; 
besides, self-efficacy had low rate to account for procrastination 

Keywords: Procrastination, self-efficacy, structural equation modelling. 

JEL Classification: M10, M12, M19. 

Introduction  

Procrastination derives from Latin word procrastinare which means "defer till the morning" (Neenan 2008). 
There is no common definition among the researchers for identifying the concept of procrastination. (Ferrari and 
Özer 2009) Ajayi and Osiki (2008) define procrastination as avoidance of completing the necessary tasks or 
postponing them. Van Eerde (2003), however, identifies procrastination as behavioral tendencies or characteristics 
to delay or defer fulfilling a task or making decisions. Ferrari et al. (2005) defines procrastination as frequent delays 
for starting or completing a task till deadline. Procrastination may be linked to task avoidance, uncertainty, a fear of 
failure (Zarick and Stonebraker 2009), laziness, fear of not performing well, fear of making mistakes, and hesitation 
(Ajayi and Osiki 2008), lack of motivation, deficient self-regulation, external focus of control, perfectionism, trait and 
state anxiety, a fear of failure, low self-confident, low self-efficacy, and low self-esteem (Ackermann and Gross 
2005, Steel 2007). Self-efficacy, one of the antecedents aforementioned above, can be defined as indiviuduals' 
belief in performing the specific tasks successively through needed behavior patterns and cognitive processes. 
(Luthans and Peterson 2002) 

The relationship between self-efficacy and procrastination was firstly introduced by Bandura (1986). 
Bandura states that as long as adequate levels of ability and motivation exist, self-efficacy belief will influence an 
individual's task initiation and continuation (Chu and Choi 2005). Reviewing the literature, academic procrastination 
has predominantly been handled. However, few studies concerning general procrastination have been discussed 
in the literature. The study conducted by Klassen et al. (2008) showed the impact of academic self-efficacy and 
self- esteem on academic procrastination. 

The study revealed that individuals who had high level of self-efficacy showed less procrastination and 
procrastination was related to low-self esteem. Another study carried out by Wolters (2003) stated that students 
with high level of self-efficacy and mastery orientation tend to show less procrastination when getting to work on 
academic tasks. In accordance with the results of the study, academic procrastination was negatively associated 
with mastery orientation and self-efficacy. Lowinger et al. (2014) researched the relationship between academic 
procrastination and self-efficacy on Chinese international students. They concluded that there was a negative 
relationship between academic procrastination and self-efficacy. The study fulfilled by Seo (2008) revealed that 
there was a negative relationship between academic procrastination and self-efficacy. Unlike academic 
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procrastination, one of the limited numbers of studies with regard to general procrastination was carried out by 
Haycock et al. (1998). The study inferred that procrastination was significantly associated with self-efficacy and 
anxiety.  

There was a negative relationship between procrastination and self-efficacy and there was a positive 
relationship between procrastination and anxiety. Another study was performed by Tuckman (1991). The research 
conducted on college students manifested that there was a negative relationship between procrastination and self-
efficacy. Students who described themselves as time wasters, deadline avoiders, pleasure seekers doubted their 
own capability and performed less effort in a voluntary task. In this framework, the aim of the study is to examine 
the relationship between self-efficacy and procrastination. On the basis of the literature mentioned above, it is 
alleged that the increase in employees' self-efficacy has a reducing effect on procrastination. In this respect, the 
hypothesis of the study is summarized as follows: "self-efficacy beliefs of employees working in a university will 
affect negatively procrastination behavior".  
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Conclusion 

The causal relationship between procrastination and self-efficacy, one of the antecedents of procrastination 
were discussed. Models and hypothesis defining the causal relationship were analyzed as a means of structural 
equation modeling and the mentioned relationship was studied. Therefore, the hypothesis of the research was 
stated as "self-efficacy belief of university staff will affect negatively procrastination behavior". Data gathered from 
281 academic and administrative staff working in Nevsehir University were tested using statistical analysis. The 
results of the study are as follows. 

According to the results of the study, there was a negative relationship between self-efficacy and 
procrastination. In addition to this, self-efficacy had low rate to account for procrastination. This conclusion 
demonstrated that one point increases in self-efficacy level of employees resulted in 0.39 decrease in 
procrastination. Considering the average values about variables, it was found out that employees had higher level 
of self-efficacy and lower level of procrastination. Another result was related to the explanatory power of self-efficacy 
on procrastination. Accordingly, the explanatory power of self-efficacy on procrastination remained at (0.15) level 
and was relatively low. When considered with other antecedents that influence procrastination, this result can be 
regarded as a reasonable rate.  

The results derived from the research are limited to employees working in Nevsehir. Based on the analysis 
using totally 281 available data, it is not expected to reach powerful generalisations. In particular, as employees 
had relatively high level of education and culture, self-efficacy level of employees was turned out to be high, 
procrastination level low. For this reason, the results obtained from the research should be assessed with both 
limitations and constraints. Future research should examine reasons and outcomes of procrastination and its 
relationship with other concepts in detail. Besides, procrastination should be treated with different and larger 
sampling. Such research will not only enrich our theoretical understanding of procrastination, but also shed 
important light on literature.   
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Abstract:  

This paper investigates whether the impact of a Regional Trade Agreement (RTA) may vary across 
members. We use several specification of gravity model using panel-bilateral manufacturing trade data during 
1990-2012, and comparing the trade creation and trade diversion effects across countries in Southeast Asia due 
to the implementation of an RTA. Additionally, this paper also investigates the changes of the relative effects before 
and since the Asian financial crisis. 

The estimation results suggest heterogeneity of RTA impact across members. In particular, one country has 
the lowest trade creation impact and significant trade diversion compare to three other members, while there are 
several countries did not show trade diversion. Further investigation indicates that the trade diversion arises after 
the Asian financial crisis. Moreover, the crisis also lowers intra-regional trade bias in some countries, but vary in 
magnitude and significance. 

Keywords: international trade, ASEAN, AFTA, regional trade agreement, gravity, economic integration. 

JEL Classification: F10, F14, F15. 

 Introduction 

In general, a regional trade agreement (RTA) lowers trade barriers between member countries. It promotes 
trade creation between member countries, but to some extent may also create trade diversion, which is against 
efficiency (Viner 1950). This paper focuses on the case of Association of South East Asian Nations (ASEAN) which 
has a regional trade agreement named ASEAN Free Trade Area (AFTA) since 1992. Previous literatures indicate 
that AFTA has relatively strong trade creation effect but no trade diversion effect (for example, Elliott and Ikemoto 
2004, Kien 2009). Further, Bary (2015) provides some indication that the trade creation and trade diversion effect 
might be time-variant. 

As AFTA is a relatively old agreement, the observations are sufficient for a more specific investigation. This 
paper extends the discussion into cross-sectional variation, i.e. whether the impact of AFTA varies between 
countries. Moreover, this paper considers the effect of Asian financial crisis, as the observations focus on ASEAN 
countries and the crisis had triggered a substantial change on the relative prices and a permanent current account 
reversal in ASEAN countries (Moreno 2008), and hence potentially altering trade flows structurally. 

The main contribution of this paper is that the RTA impacts are investigated on two extended contexts: First, 
to assess possible variations on RTA impacts between member countries, and second, to investigate whether 
AFTA impacts are different before and since the Asian financial crisis across member countries. 
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Conclusion 

We have analysed the AFTA impacts across countries in ASEAN, by allowing variation of the effect across 
countries as well as their variation before and after the Asian financial crisis. The results suggest that AFTA impacts 
are heterogeneous across member countries, and the crisis have modified the impact to some extent, in which the 
impact changes is also varies across member countries. 

The results suggest that the effectiveness of an RTA to enhance the trade will not be the same across 
members, although the agreement itself is generally mutual among members. These suggest that factors that are 
specific to countries (e.g. trade facilitation, factor conditions, trade promotion) are responsible for this heterogeneity. 
Implicitly, this results also suggest that measuring trade creation and trade diversion on average basis, as 
performed on many previous estimates using gravity model, are likely cannot accurately predict the impact on a 
particular country. 

There are several limitations in this study. We notice that as we still use some restriction of how multilateral 
resistance terms varies across observations, we can only interpret the parameters in relative sense, i.e. to compare 
across countries or across time, but not the exact number of the trade multiplier due to a regional trade agreement. 
Second, due to data availability, only several countries can be assessed. Given the scope of this research, one 
possible area for further researches is identify factors affecting the heterogeneity of RTA impacts across member 
countries, which possibly relates to trade facilitation or other idiosyncratic factors.  
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Abstract: 

The relationship between tertiary activities and productivity growth has been extensively studied over the 
past decades. Research has shown that, within tertiary activities, distributive services play a key role in this 
dynamic. This framework overturns the traditional view of services as unproductive activities, usually responsible 
for a structural burden that slows down the evolutionary dynamics of the economic system. Given the slow pace 
with which the process of modernization of services is moving forward, Italy seems to be making an important 
exception to this general conclusion. It should be noted that empirical research that approached this problem in 
the past was usually based on data at the national level. Such an approach does not consider the strong 
heterogeneity that usually exists between territorial clusters within a nation. In order to overcome such limitations, 
this paper focuses on the impact of distributive services on productivity growth at the local level, using the Italian 
industrial districts as a unit of analysis.  

The results show that in industrial districts the growth of the employment share of distributive services is the 
consequence of a positive integration with the industrial activities. In the industrial districts, in addition, distributive 
services make a positive contribution to the productivity growth of the whole economy and to the productivity growth 
of the industrial sector, confirming that no structural burden seems to be at work. On the contrary, non-district 
manufacturing areas do not show such positive trends, thus confirming the existence of a district effect. 

Keywords: tertiarisation, distributive services, industrial districts, total productivity growth, industrial productivity 
growth. 

JEL Classification: O14, O47, R10. 

Introduction 

It is widely recognized in economic and managerial literature that the growing weight of tertiarisation in 
modern economies has led to a deep reshaping of the relations between the tertiary sector and industrial activities, 
with a greater level of synergistic integration, which generates benefits in terms of productivity growth both at the 
firm and the general economic system level. This positive relationship appears weaker in Italy than in other 
developed countries. However, the studies conducted on the topic have considered the national average trends, 
without taking into account the strong territorial heterogeneity of the national economic system, which is the sum of 
very backward areas and modern and dynamic ones, such as those represented by clusters or industrial districts.  

This heterogeneity raises the following issue: if (and how much) the relations between distributive services, 
industrial productivity and growth behave differently once evaluated at the local labour system (LLSs) level. To 
answer this question, an econometric model is estimated for the period 2001–2005, the only one for which data on 
value added of Italian LLSs are available. The paper is organized as follows: section 2 summarizes the literature 
on the relationship between distributive services and productivity growth and develops the research question; 
section 3 presents the data and the methodology used, and includes the econometric analysis; a discussion of the 
results and some concluding remarks are in section 4. 
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Conclusion 

This paper analyses the effects of the increase of the employment share of distributive services, and whether 
it has a role in explaining total productivity and industrial productivity growth at LLSs level in Italy. 

Recent literature has shown that some kinds of services, such as distributive services, can have a positive 
impact on the dynamic of productivity growth in advanced economies. This framework overturns the traditional view 
of services as unproductive activities, usually responsible for a structural burden that slows down the evolutionary 
dynamics of the economic system. 

Given the slow pace with which the process of modernisation of services is moving forward, Italy seems to 
make an important exception to this general conclusion. It should be noted that the studies which in the past 
approached this problem are usually based on data at a national level. But, due to the coexistence in the Italian 
economic system of backward and advanced areas, the results achieved can be misleading. Actually, our study 
shows that conducting the analysis at the LLSs level, it can be seen that industrial districts show a strongly different 
dynamic when compared to the rest of the productive system. 

In fact, two new, main elements emerge from our analysis. In the first place, the preliminary test carried out 
in the section 3.2 shows that in the industrial districts the growing employment in distributive services does not 
follow to a weakening of the industrial structure. In fact, it is not related to the loss of employees in industry, and 
there is rather a positive, synergistic integration between the distributive services and industrial activities. On the 
contrary, for manufacturing no-ID LLSs there is a negative correlation between the evolution of employment in the 
distributive services and in the industrial sector. 

In the second place, our econometric analysis proves that the increase in the employment share of 
distributive services influences both the total and the industrial productivity growth. The conclusions, in this case, 
are quite clear: on the one hand, it can be said that in the industrial districts the so-called structural burden seems 
not to be at work; on the other hand, a positive integration between distributive services and industrial activities 
seems to be operating. These results are even more interesting when compared to the rest of the production 
system. Manufacturing non-ID LLSs, indeed, do not obtain analogous results. In other words, industrial districts 
show a peculiar trend and seem to implement, better than the other areas, the opportunities arising from structural 
change. 
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Abstract: 

In this article we would like to search the similarity respectively the diversity of gap on Value Added Tax in 
selected EU countries. The analysis is based on theoretical background about tax gap. Besides the dimension of 
VAT Gap in Slovakia and in selected European states we have analyzed also other significant indicators, which 
affect the VAT Gap. Than we have focused on the situation within the European Union and compared the Member 
States among themselves. During the comparing we observed some similarity between countries we have 
examined. We used the cluster analysis to verify this assumption of similarity. Main objective of the article is to 
explore several indicators affecting the VAT Gap and compare them in selected European countries. 

Keywords: tax gap, VAT, European Union, cluster analysis. 
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 Introduction 

Report on Fight against Tax Fraud, Tax Evasion and Tax Havens (2013) shows that an estimated 1 trillion 
€ in public money is lost due to tax fraud and tax avoidance every year in the EU. This alarming size of the tax gap 
represents a rough yearly cost of 2000 € for every European citizen. The average of the tax lost in Europe today 
exceeds the total amount that Member States spend on healthcare, and it amounts to more than four times the 
amount spent on education in the EU. The current tax gap in Europe represents not only an alarming loss of public 
revenue but also a danger for the safeguarding of the EU social model based on quality public services available 
to all. It is a threat to the proper functioning of the Single Market and a dent to the efficiency and fairness of tax 
systems within the EU. The loss of revenues continues to increase the deficit and debt levels in the Member States 
right at the most crucial time of fighting the crisis. Due to tax fraud and tax avoidance, funds available to foster 
public investment, growth and employment are waning. (European Parliament 2013) 
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Conclusion 

The tax Gap in Slovakia moved in the period 2000-2015 between 16.6% (minimum value in 2003) and 39.9% 
(peak in 2012). Among EU States Slovakia belongs to countries with highest tax gap on Value Added Tax. The 
lowest VAT Gap in the EU generally records Finland, Netherlands and Sweden. There are few significant factors 
that affect VAT Gap in a state. It is especially the tax policy, tax rates, willingness and capacity to pay, consumption 
of population, GDP growth etc. In the last few years, Slovak government is trying to prevent tax evasion on VAT 
due to several measures like reduced VAT rate on basic groceries, sales receipt lottery, stricter controls of retailers 
etc. But these are measures that help to reduce the tax gap only on a small scale. There are more effective tools 
and methods for reducing the VAT Gap. In several sectors of Slovak economy are employee salaries under sized, 
there are too high differences between individual in comes groups, successful entrepreneurs are burdened by high 
taxes etc. To avoid tax evasion, it is necessary to create a more favorable business environment. These are the 
areas where we see room for improvement. There might help the cluster analysis that had created clusters of 
countries with similar features. There are countries with poore rout comes and countries with better results within 
the clusters. Therefore, observing, learning and cooperation is the way forward, the way to improvement and 
rectification. 

Cluster analysis fundamentally confirmed the intuitive division of countries during working on the paper. 
There are four groups of similar countries according to hierarchical clustering and three clusters as a result of non-
hierarchical method. However, the results are almost the same by using both methods. The most numerous one is 
group 3. In cluster number 1 stand out especially Luxembourg, Estonia and Malta. Luxembourg because of very 
low VAT Gap, Estonia and Malta because final consumption growth values. In ellipse of cluster two protrude 
Romania, which is characterized by highest VAT Gap among all analyzed countries. On the boundary of third 
cluster is Greece. Reason for that is the most significant decline in final consumption. 
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Abstract:  

We analyse an impact of systematic and unsystematic risks on the performance of production systems in 
the period of 2003-2015 by creating of novel enterprise risk models, with focus on Slovakia within the euro area. 
The method of this paper is based on the methodology of Capital asset pricing model in comparison with Building- 
up I Model and Building-up II Model (proposed in Czech Republic), used by the valuation Cost of Equity and its 
applications on Slovak conditions. For the risk analysis we used and compared data of food sectors in selected 
countries of the EU. By testing hypotheses was confirmed Hypothesis 1 that the valuation Cost of Equity with 
application of systematic risks using historical data (based on CAPM) was lower than the valuation with application 
of business and financial risks using expected market data (based on Building-up I). Results proved that systematic 
risks have a lower impact on the enterprise performance than unsystematic risks. Finally, we constructed novel 3-
dimensional Enterprise Risk Models according to Slovak market conditions using our approach to modelling, 
scoring of risks and prediction models. We confirmed Hypothesis 2 that the enterprise performance reached the 
better position with the application of systematic risks and forecasting of risk parameters using prediction methods 
and ex ante data (in ERM2) than with the application of risk parameters based on historical data (in ERM1). Models 
can be applied by the modelling and strategic planning as early warning models worldwide. 

Keywords: business risks, financial risks, systematic risks, unsystematic risks, risk premiums, valuation of Costs 
of Equity, performance, Enterprise Risk Model. 

JEL Classification: C51, C52, G32, D81. 

 Introduction  

Risk is the category that affects enterprise existence and performance worldwide (Koscielniak 2014). Each 
activity on global markets is risky therefore enterprise or economic subject cannot predict the results of financial, 
investment or other decisions in entrepreneurship. In the classification of enterprise risks on global market 
conditions, it is necessary to pay attention to the risks that come into capital pricing models and calculating Costs 
of Equity. For calculation of discount rate for the valuation of the enterprise and its performance is needful to 
formulate the main risks of business activities.  

For this paper, we focus on empirical risk analysis in enterprise activities and especially risks, that come into 
the valuation Cost of Equity in models and consequently into the calculation of the company’s performance models. 
To manage risks more effective, risks can be divided as follow (Marik et al. 2011): 

 business and financial risks that are necessary to be known in the case, when we summarize the input for 
the valuation Cost of Equity with the application of the particular partial risk, 

 systematic and unsystematic risks on the market, are necessary to be known in relation to the purpose, 
that the valuation is being made for and to the model that is used for assessment. β coefficient as 
systematic risks has been modified to levered β coefficient. Risks arising from the internal enterprise 
environment are representing the group of unsystematic risks. These ways of looking at risks were 
investigated in many empirical studies such as by Klucka (2006), Olibe et al. (2008), Lopez - Espinosa et 
al. (2013), Marshall (2015), Vicente et al. (2015). 

The research questions and research problems are as follow. 
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As a result of impact of global risks exposure increases the probability and dimension of financial losses in 
entrepreneurship in global context. Which enterprise performance models, capital pricing models and risk 
forecasting models based on risk controlling is necessary to apply in managerial practice for the purpose of early 
identification, quantification, minimization, prevention and forecasting of risks more comprehensive? How to 
measure and estimate more effectively the Cost of Equity for firms, predict risks better and the relationship between 
risk and expected return on assets using in managerial practice? 

Business risk (Marik et al. 2011) consists of:  
 sector risk – the dynamics of the sector, sector dependence on the business cycle, innovation potential of 

the sector, determining trends in the sector, 
 risk of the market on which the business operates - market capacity, risk of achieving lower sales, the risk 

of market penetration, 
 risk of competition – competition and competitiveness of the products, prices, quality, research and 

development, advertising and promotion, distribution and service, 
 management risk – vision, strategy, key employees, organizational structure, 
 risk of the production process – evaluation in terms of production risk, technological opportunities of 

production, labour force, suppliers, 
 other business risk factors – level of fixed costs, position of the business towards customers and suppliers, 

entry barriers into the sector. 

Financial risk (Marik et al. 2011) can be evaluated by financial indicators: Indebtedness (Debt/Equity ratio), 
Interest Coverage (EBIT (Earnings before interests and taxes)/interest expense), Debt Service Coverage Ratio 
(Coverage repayments from Cash Flow), Enterprise Safety indicator (Share of net working capital on current 
assets), Current ratio and Quick ratio, Average Collection Period, Inventory Turnover. 

Statistical tools and techniques are the methods of analysing and quantifying of the risk and can express 
numerical level of risk (Fotr and Soucek 2011). Risk represents uncertainties by which we are capable, using 
different methods; quantify the probability of deviation of the actual states, processes or results from expected 
values. In theory the risk is understood as the possibility of either positive or negative deviation. In practice we 
understand risk often only as the negative possibility (Oscatka 2015). The risk represents probability that the actual 
results will be in disparity from the planned (expected) results in either negative or positive sense. Table 1 shows 
the general distribution of risks into systematic risk according Damodaran (2009, 2014b) and unsystematic risk 
according Neumaierova and Neumaier (2002). 

Table 1 - Systematic and unsystematic risks and their classification 

RISK RISK SPECIFICATION S/U I/E 

Beta-β β , levered β, unlevered β, total β Systematic External 

Equity Risk Premium ERP = Rm - rf Systematic External 

Country Risk premium CRP Systematic External 

CRP = Default  Spread ∗
standard deviation in the equity market in the country

standard deviation in the long term bond issued by the country
 

Inflation Statistical Office of the Slovak Republic Systematic External 

Financial Fundamental factor – Current Ratio Unsystematic Internal 

Business Fundamental factor – Return on Assets Unsystematic Internal 

Lower stocks liquidity on the market Fundamental factor – Equity Unsystematic Internal 

Financial structure Fundamental factor - Interest coverage  Unsystematic Internal 

Source: Neumaierova and Neumaier (2002), Damodaran (2009, 2014b) 

Business and financial risks according Marik et al. (2011) are not strictly divided into systematic and 
unsystematic risks, but these risks are mixed together and arise from expected market development. This fact will 
be interesting for our further research and next modelling.  
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Conclusions 

Based on above mentioned conclusions, we can assume the still attraction of the CAPM as the most 
appropriate model for valuation and quantification of Cost of Equity (Heckova et al. 2014, Horvathova and 
Mokrisova 2015). Abbas et al. (2015) found out that all three factors in Fama and French Three Factor Model are 
significant in explaining cross-sectional variation in average stock returns and hence the three-factor is important 
at explaining cross–sectional average returns on national markets. 

It is necessary to modify these models to conditions of Slovak Republic. The encompassment of the financial 
risk is the target as from calculations it is evident that liquidity is the main problem of the food industry. Based on 
the above mentioned it is possible to set the following general conclusions, which we have reached also in our 
previous study (Sofrankova, Horvathova and Kiselakova 2014): 

 Although there are numerous problems with the application of CAPM, it is the only theoretically based 
model of Cost of Equity valuation and is recognised throughout the world as a model of calculation discount 
rate of market valuation.  

 This model should be applied in such a way that market risk and β were used based on the US data and 
these were supplemented by Risk premium of given country. 

 Modification and supplementation of Cost of Equity by significant Equity Risk premiums of particular 
enterprise are recommended especially with emphasis on replenishment of unsystematic risk. 

 It is recommended to use the calculation of Total β, if the requirement of diversification is not metbut this 
method of calculation leads to high values of equity valuation.  

 For Slovak conditions -in this case is advisable- appropriate to apply Building-up I model (Marik 2011) with 
the modification for assessment and forecasting risks more comprehensive from expected market 
development. 

 In the case of using and focusing on unsystematic risk is advisable to apply Gradual Counting Risk 
Premium Model of valuation of equity (GCRPM) with acceptation unsystematic risks. 

 In order to diversify, minimize and predict risks better and more comprehensive on global markets and to 
streamline enterprise performance in managerial practice for effective risk management we can use 
ERMs. (Olton and Glowacki 2014). 

 In the case, when we calculated the Cost of Equity with the acceptance of business and financial risk (the 
systematic and unsystematic) was the Cost of Equity higher than the price calculated with the acceptance 
of systematic risks. For the predicted year of 2015 was the price difference 2.12%. This difference 
represents the influence of unsystematic risks that can influence the company or the industry respectively. 

Main findings: 

Based on the presented facts and creating of novel 3D Enterprise Risk Models (ERM) we managed to 
confirm the Hypothesis 1 that the valuation Cost of Equity with application of systematic risks using historical data 
was lower than the valuation Cost of Equity evaluated with the application of business and financial risks, which 
arise from expected market development. Similarly, we managed to confirm Hypothesis 2 -The reached resulted 
enterprise performance was better in ERM2, including systematic risks and business and financial risks with 
application data from expected market development. The impact on the resulted enterprise performance in ERM2 
was at the lower level from the risk point of view. The reached resulted enterprise performance was lower, worse 
in ERM1. The impact on the enterprise performance in ERM1 was at the higher level, including historical data in 
the ERM1 from risk viewpoint. The comparison of our 3-dimensional models was based on the comparison of risks, 
including in the models. We found out that the enterprise performance reached the better position with the 
application of systematic risks and the estimation and forecasting of risk parameters using prediction methods and 
ex ante data (in ERM2) than with the application of risk parameters based on historical data (in ERM1). 

By testing hypotheses, we concluded that the most significant impact on performance of the enterprise has 
just financial risk, which was determined by low current liquidity and high indebtedness of the analysed company. 
It is confirmed that the systematic risks have a lower impact on performance of the enterprise, which the company 
or the industry can influence, as unsystematic risks. 

Finally, it is important to emphasize the fact that CAPM is still the most suitable and most applicable model 
for calculating the Cost of Equity. But it is important to take into the account that this model accepts only systematic 
risks. Because of that it is suitable to add chosen unsystematic risks, or apply universal Building model with the use 
of business and financial risks, as the supplementary model to the CAPM. Besides the stated, this model is also 
great tool for future risk prognosis and serves well as an early warning model of sorts. But important is the 
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applicability of models for national markets, for practitioners to decision-making processes and convergence of 
models in practice. 

The empirical results thus obtained are highly valuable input that can be used in the construction of early 
warning models focused on predicting the risk development and their impact on the performance of production 
systems in Slovakia and in the future worldwide in order to reduce and more effectively predict risks on global 
markets. 
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Abstract 

Production of dates in Saudi Arabia has a major contribution in the development of the country's economy 
as well as its' agricultural sector. In terms of production as well as exports of dates, Saudi Arabia is in the forefront 
of other countries in the world. The market for dates in Saudi Arabia is also fulfilling the needs of local markets. The 
geographical and climatic conditions of the country have several advantages to further increase the production of 
dates and their exports to compete at international markets. Almost 25% area and 40% of total production in Saudi 
Arabia is from AlKharj region of the kingdom. A sample of 44 respondents representing farmers, customers, and 
marketers are surveyed and the data results of their opinions on opportunities and challenges of the industry are 
analyzed. By using SPSS, goodness fit and item fit analysis of data has been also tested.  

The study results identified several opportunities for dates marketing and however concluded that the 
farmers and traders are faced difficulties in marketing of their produced dates. Based on the analysis of study 
results, it is also proposed that by the ways of date festivals, easy hiring of labor and, awareness of financial support 
schemes from the government would definitely support the industry and its stakeholder to face the challenges at 
present.    

Keywords: Dates, challenges, opportunities, production, marketing, AlKharj.  

JEL Clasiffication: D24, E23. 

 Introduction 

Among the several agricultural products, dates of different varieties produce in Saudi Arabia attracted not 
only the local markets but also the world food industry. The country stood at the second place in the world in terms 
of production of dates, the marketing of dates has been an ever-ending challenge in front of the kingdom to handle 
the demand and supply conditions in general and specifically during the month of Ramadan (Fasting) because of 
rising prices in the season. On the other side, the companies that are involved in marketing of dates in Saudi Arabia 
does obviously have some equal opportunities to reach the consumer base and therefore a strategic approach in 
needed to grab this opportunity. According to the news published in Saudi Gazette, dated 28 July 2014, the total 
production of dates in Saudi Arabia reached to 1.1 million tons was covered under the crop from 25 million palm 
trees spread around 157,000 hectares. This amount of magnitude in production of dates enables the kingdom to 
reach at 17% of world produced dates and 5% of its production is consistently involved in packaging and exporting 
by following the international food processing and exporting standards. However, producing more than 160 famous 
types of dates, all companies in the kingdom are still facing several challenges in terms of identifying ways to reach 
their consumers. Some reasons might have been considered for this kind of challenges that are facing by the 
marketers in the kingdom. The potential consumer base with high disposable income and diversified markets 
covered in three primary regions manifested with cities like Jeddah in Western Region, Dammam in Eastern 
Province and Riyadh city in Central part of the Kingdom.  

Even a strong independent network of distribution channels for dates in the kingdom is moving the produced 
at the farm level facilitating the marketers to reach all the market regions in the kingdom by a timely storage and a 
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careful handling of processing of dates, which are highly perishable. There is no uniform structure in technology or 
infrastructure at the company level to support the unique marketing system adapted by the marketers in the 
kingdom.  

Therefore, some companies sell the dates at their farm gates (on-farm selling); either they marketed directly 
to the final consumers before shifted to the wholesale markets. However, some companies are having good vendor 
relationships at wholesale markets and hence they handed over the production to the wholesalers at local markets 
instead of handed over to the processing plants for packaging and exporting the dates.  Sometimes, it looks like 
some of those companies more organized in distribution of dates through the agents and institutions, which also 
perform similar functions like other channels ultimately reach the final consumers. Each kind of these channels has 
their own advantages and disadvantages in terms of attracting the markets and occupies a considerable amount 
of market share. Despite the fact that all these channels are biasing from grading the dates and their value 
propositions in generating a good market for each kind of variety and types of dates they are producing at their 
farms. Even minor differences in adapting different channels do cost more to the companies in terms of quality 
management. Hence, the quality management of distribution channels does determine the final value in terms of 
careful handling, harvesting, processing, grading, packaging, shipment and transportation of dates that are 
produced in the kingdom.  

In pursuit of policy matters to adapt a pricing strategy for marketing of dates in the kingdom, the ministry of 
agriculture is encouraging farmers to avail the loans and subsidies for infrastructure development not only to 
produce the dates at lower costs but also to adapt a reasonable price to attract the consumers.  In fact, the prices 
vary in terms of variety of dates and their different qualities. In extension to develop the sector, the government 
also providing, free of cost supporting services to the farmers for the safety of their production and storage facilities. 
The agriculture research centers and other related agencies are also constantly monitoring the climate and weather 
conditions in the kingdom to provide up to date information to the farmers to increase the productivity of dates. In 
this context, the importance of study the challenges and opportunities prevailed with reference to production and 
marketing of date industry and analyze the opinions and viewpoints of selected respondents are involved in 
production and marketing of dates in the AlKharj Region, Saudi Arabia presented in this study. 
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Conclusion 

The study investigates opportunities and challenges of date industry in Saudi Arabia an empirical study of 
AlKharj region with reference to production and marketing of dates. Using goodness fit and item fit analysis of data; 
the result shows the items from one to thirty-two items in the table ranging from challenges and opportunities by 
the opinion and viewpoints of farmers, customers and marketers. It is apparent that farmers and traders face 
difficulties in marketing their own produce. Challenges are complex and ranged from production to marketing 
aspects. 

For promotional of the dates in AlKharj there is need to organize dates festival regularly in the region, make 
easy procedures for hiringlabors, need government support to farmers, traders and agencies through short term 
and long terms schemes, provide facilities for storing of dates. Hence, if attention is properly given upon the 
suggestions in the study there will be positive change in date business in the region. 
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Abstract:  

The main economic functions of SMEs include also their contribution to regional development. Well-
developed business environment is essential for the development of Slovakia and its regions, thus contributing to 
the growth of the economy of market. In those facts it is a role for government to encourage and create favourable 
conditions for competition and minimizing respectively or eliminate administrative barriers hindering business 
activities. The interaction between region and SMEs requires a build / support the existence of a series of regional 
institutions / centres whose mission is to help SMEs in various situations. In this article we will focus on selected 
representatives of regional institutions to support small and medium enterprises in Slovakia using secondary 
sources and prime research and point out their essential activities. 

Keywords: regional institution, SME, support. 
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Introduction  

The main economic functions of SMEs include also their contribution to regional development. Well-
developed business environment is essential for the development of Slovakia and its regions, thus contributing to 
the growth of the economy of market. Considering these facts, the role for government is to create favourable 
conditions for competition and minimizing respectively or eliminate administrative barriers hindering business 
activities. The interaction between region and SMEs requires a build / support the existence of a series of regional 
institutions / centres whose mission is to help SMEs in various situations.    
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Conclusion 

Key role in regional development is played by small and medium enterprises, local authorities, agencies of 
the ministries, resp. agencies set up to support businesses and project consulting. Because of the wide range of 
regional support institutions, we examine the selected representatives of regional institutions on support for SMEs. 

Based on theoretical studies of literature we are convinced, that regional support institutions/centres have 
higher efficiency if they can rely on the support of further institutions. After mapping the essential activities of 
selected representatives based on secondary research and theoretical studies, we applied a questionnaire 
research to examine their activity in Nitra Region. After conducting primary research, we can conclude, that it is 
necessary to raise awareness of regional support institutions/centres, build a feedback system between supported 
enterprises and institutions, determine the basic foundations of cooperation between regional support 
institutions/centres and academia, resp. educational institutions in Nitra county and improve the cooperation with 
umbrella organizations in the county. 
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Abstract: 

The purpose of this study is to analyze the optimum size of government spending that maximizes economic 
growth in Indonesia. This research considered non linear models in analysis of economic growth as a function of 
government spending and other economic variables. Using the time series data of the period 1970 -2014, the 
empirical model reveals that relationship between government spending and economic growth follows the inverted 
U-curve. This finding confirms the existence of Armey curve for the Indonesian case. The optimum level of 
government spending that maximizes economic growth was found at 12.552% of GDP which is lower than the 
recent level. The result reflects that Indonesia is not in the safe fiscal zone. This upward trend in the share of 
government spending in the recent years meant that the government spent more money but it yields low economic 
growth. This result indicates that the country had excessive government expenditure in the 2010s, but it failed to 
encourage the national economy on the high stable economic growth. This paper recommends the government to 
evaluate the quality of allocation in order to achieve higher economic growth. 

Keywords: fiscal, government, spending, budget, armey, policy. 
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Introduction 

Government size is one of the main issues in the budget management in some countries. Meanwhile, 
economic growth is the most important macroeconomic variable reflecting the economic performance of a country. 
Several recent studies have attempted to identify the relationship between government spending and economic 
growth in the last decade (De Witte and Moesen 2010, Ekinci 2011, Herath 2012, Tsaurai and Odhiambo 2013). 
Several literatures state that fiscal policy, especially the level of government spending plays significant role in 
managing economic growth. Otherwise, some countries experienced over spending in certain periods causing high 
inefficiency in their budget management. (Herath 2012, Rahmayanti and Horn 2011) 

Indonesian government has increased its role to the economy since the monetary crisis which leads the 
government budget into high debt. In fact, government spending as the main instrument of fiscal policy has played 
more important role in supporting economic growth in Indonesia (Marks 2004). The impact of government sector 
on the economy is indicated by the effect of government spending on the main various macroeconomic indicators. 
During the last decade, the government has experienced sharp increases in its spending in order to maintain the 
economic growth stability. In fact, this policy has a positive impact on output indicated by a stable economic growth 
in this period, but its consequence is that the government embarked upon a debt trap. Moreover, the Indonesia’s 
fiscal performance was also indicated in disequilibrium situation for long period (Sriyana 2015). An important factor 
may have caused such situation is inappropriate level of government spending indicating the government size is 
not in its optimum level.  

The optimal size of the government becomes a problem in Indonesia that has attracted the attention of this 
study. Indonesian economy has experienced some stages of economic growth and stabilization in the last two 
decades. Furthermore, the central government has applied an expansionary fiscal policy which probably lead the 
government spending level is far away from its optimum. Total government spending as a percent of GDP has 
grown continuously in the last decade and is close to an average of about 21% of GDP. Meanwhile, economic 
growth has suffered from the government spending which has been above optimal levels in the country. 
Furthermore, it is necessary to identify the effect of government spending on economic growth and to find the 
optimum level of government spending in Indonesia regarding to maximize economic growth.  
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Conclusion 

This study reveals information about the optimum size of government spending growth in Indonesia that 
maximizes economic growth. Based on the economic growth model, the empirical equation shows that linier term 
of government size, quadratic term of government spending, and investment are positively significant affect 
economic growth. Export variable as proxy of the openness indicator of the country is negatively influence economic 
growth. In addition, using second model with the dependent variable is log of GDP presents that government 
spending is strongly significant determine the dependent variable. Furthermore, these two models are used to 
determine the optimum size of government spending that maximizes economic growth. 

In answering the question as to whether government expenditure increases or decreases economic growth, 
the regression analysis that uses economic growth validates a nonlinear relationship between government 
expenditure and economic growth. The results are generally consistent with the previous findings; therefore, 
government spending and economic growth are positively correlated. Moreover, excessive government expenditure 
is negatively correlated with economic growth. These phenomena reveal the existence of Armey curve based on 
the data for Indonesia. The empirical model also presents that investment strongly promotes economic growth. 
Unexpected result was found regarding the negative role of export on economic growth. The result of an alternative 
analysis using Scully model, which employs real GDP as a proxy for economic growth, is similar with another one. 
It confirms the findings of the first regression analysis. The novelty of this study is that increasing of government 
size along period of research does not cause higher economic growth although it is still in the low level. This finding 
also reveals that economic growth is represented by a productive government budget. 

In this paper, examining the optimal size of government that maximizes economic growth in Indonesia 
confirms that the government is not in the safe zone. The overall results suggest that the optimal level of government 
spending is 12.552 % of GDP. This result is in line with other empirically studies which show that generally the 
government size should be reduced. The government size for developing countries should be evaluated if economic 
growth is to be maximized. Furthermore, Indonesia has a serious problem regarding to the budget management 
quality. This is due to the inefficiency of allocation of scare resources in the public sector and the crowding-out 
effect phenomena. The increase of government investment has negative effect on private investment. Reducing 
the government budget size will discourage the economy; meanwhile an excessive spending does not support 
economic growth. This paper recommends the government to evaluate the quality of allocation in order to achieve 
more productive spending. 

Concerning further research on government size, it is important to test the relationship between the quality 
of budget management and government size. This paper also recommends estimating the optimal composition 
regarding the productive assessment of public expenditure. Evaluating some aspects of budget allocation would 
be a significant contribution to the research question on the optimal size of government. 
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Abstract: 

Green Supply Chain Management (GSCM) has emerged as an important organizational philosophy to 
achieve the competitive advantage by reducing environmental risks and improving ecological efficiency. Research 
on GSCM has grown substantially over the past two decades. This paper represents a brief report on various 
issues of GSCM on the basis of literature survey. The paper eventually contains two parts – literature survey and 
discussion of existing trends and phases representing functioning of GSCM. To serve this purpose 274 research 
articles published during 1996 through 2015 were reviewed. Knowledge extracted from the survey of the literature 
helps in understanding the existing trends and various concepts related to GSCM. The discussion of existing 
trends and various phases constitute a relevant knowledge base and will help industry and academia in developing 
a better understanding about GSCM. 

Keywords: Green supply chain management, green design, green procurement, green operations, reverse 
logistics, performance measurement. 
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 Introduction 

With the increase in environmental concern, the topic “green supply chain management” has received 
substantial attention in the field of industry and academia. Organization faces new challenges and opportunities in 
addressing the environmental issues. Green supply chain management (GSCM) has unique issues related to 
competitive advantages, scarcity of resources, and environmental performance (Zhu et al. 2007). Zhu and Sarkis 
(2007) have addressed that organizations need to incorporate green supply chain practice in their supply chain 
activities to reduce environmental pollution. The benefit of GSCM includes all the stakeholders directly or indirectly. 
It helps in controlling pollution and wastages at each level of the supply chain (Vachon and Klassen 2006). All the 
stake holders, like suppliers, customers, manufacturers and society gets benefited by practicing GSCM. 
Considering the importance of GSCM, descriptive study has been done in this study. To serve this purpose 274 
research paper published during 1996 through 2015 have been carried out. On the other hand, knowledge extracted 
from the survey gives rise to the development of various concepts and issues related to GSCM. These concepts 
are discussed under the heads of different phases of GSCM. The paper is structured as follows: Genesis of GSCM 
is given in Section 2, followed by method of literature survey in Section 3. The present and past trends of GSCM 
are discussed and phases of GSCM are discussed in section 4. Section 5 describes conclusions and future scope 
of the research. 
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Conclusion 

This paper represents an overview of green supply chain management. The overview is based on the 
literature of GSCM which provides a better understanding of GSCM with an integrated approach. To meet this 
purpose, papers were segregated year wise, country wise, methods wise and on the basis of its focused area of 
study. Number of papers published in recent years indicates that there is rising interest and concern of green issues 
among researchers. This study gives a glimpse of the past and the present trend of the study on GSCM. The study 
shows increasing trends in GSCM research in developing countries like India, China and Taiwan. Survey method 
is mostly preferred by researchers while studying the GSCM. There is less study on relationship management with 
suppliers and customers. For GSCM practice, there should be more study on environmental collaboration with the 
supply chain partners. Although there is a remarkable amount of publications related to GSCM, but still there is a 
different viewpoint on GSCM. It is treated as operational philosophy of management, a business culture, and a 
business strategy to gain competitive advantage. These different interpretations are not mutually exclusive rather 
overlapping each other. However, the prime objective of GSCM, improving the environmental performance along 
with improving the operational efficiency remains unchanged. This study has taken broad outlook at GSCM and 
the relevant issues related to it. 

The key themes that came out of the GSCM literature over the last twenty years are the concept of green 
design, green procurement, green operations, reverse logistics and performance management. All these aspects 
of analysis about the literature survey, and explaining the different phases of GSCM will significantly contribute to 
the literature of GSCM and further reinforce in the creation and dissemination of particular theories. 

It is suggested to formulate a combination of various tools and techniques to address various issues in 
GSCM. A significant contribution by the researches is needed in the area of GSCM and its implementation in SMEs 
sector. More study should be conducted to find the association between adoption of GSCM and evaluation of its 
performance. More study need to be conducted to establish trade-off between environmental and economic 
performance caused by GSCM. 
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Abstract:  

The purpose of this paper is to examine the long-run and short-run determinants of money demand function 
in the ASEAN-5 countries, including Thailand, Singapore, Malaysia, Philippines, and Indonesia. The research was 
conducted by using secondary data sets from the ASEAN- 5 countries, covering the time period from 1990 to 2014. 
The paper was started by using unit root test for detecting a stationary of each variable that included in the models. 
Then, co-integration approach was applied for estimating the long-run determinant of money demand function. 
After that, Vector Error Correction Model was used to test the short-run determinant of money demand function. 
The results indicate that income has relationship with money demand in Thailand, Singapore, and Indonesia. The 
exchange has effect in money demand in Indonesia. Price level has relationship with money demand in every 
country in ASEAN-5 except Thailand. In addition, change in domestic interest rate has significant related with 
money demand function in Singapore and Indonesia. However, the foreign interest rate has significant related with 
the long run money demand in Thailand, Malaysia, and Indonesia. The results of this research could be used as a 
guideline for the central bank in ASEAN counties to set an effectiveness monetary policy. 

Keywords: money demand function, ASEAN 5, cointegration. 

JEL Classification: E40, E41.  

 Introduction  

After the Global Financial Crisis in 2009, many countries, including the ASEAN-5 countries (Indonesia, 
Malaysia, the Philippines, Singapore, and Thailand) faced the unstable economic situation, such as reducing in 
export demand, where the export is a major growth of the countries. These lead to economic recession and 
unemployment crisis in the countries. In addition, some developed countries such as USA adopted an expansionary 
and accommodative monetary policy by lower interest rates and liquidity injection that caused huge capital inflows 
to the five ASEAN countries, which lead to appreciate currency and exacerbated export downturn. The uncertainty 
economic situation directly affects a quantity of money holding in economic system, which becomes unstable money 
demand in the countries. Since policy makers face the challenge of global financial turmoil, it is necessary to 
understand the behavior of money demand and the role of macroeconomic policy response in order to conduct 
efficiency monetary policy 

The issue of money demand function had been one of the most concerns in monetary economics research, 
especially the relationship between money demand and its determinants since the stable of money demand plays 
an important role in economic system and economic growth, especially with respect to monetary policy conducting. 
If the demand for money is stable, the monetary authorities will be able estimate the effect of monetary policy on 
economics activities, and then they will be able to carry out monetary policy actions with greater confidence and 
more efficiency. In addition, the determinant of money demand has important implications for the selection 
appropriate monetary policy instruments. Therefore, understanding the money demand function and it determinant 
is a key successful for conducting monetary policy in any country (Rutayisire 2010). 

Over the past decade, many researchers attempted to examine the relationships between the money 
demand and its determinant in both developed and developing countries. In Asian country, most papers emphasize 
on testing the effect of financial liberation on the stability of demand function. For example, Dekle and Pradhan 
(1997) investigate the effect of financial liberation and financial reform on instability of money demand in Southeast 
Asian countries. Khalid (1999) estimates the degree of foreign factor opportunity cost impact money demand in 
South Korea, Philippine, and Singapore by applying the Johansen co integration technique and estimating an Error 
Correction Model with quarterly data from 1977:1 to 1993:4. He argues that money demand in those three countries 
has long run relationship with both domestic and foreign variables. James (2005) offered the new approach to 
analyse the effect effects of financial liberalization on the money demand in Indonesian. He found that liberalization 
plays a major role in determining money demand. Moreover, he claims that there is existence of long run 
relationship between broad money and its determinant when the proxy liberalization is included. 
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As can be seen from the previous studies, most papers focus on stability on money demand function and 
the effect of financial liberalization on the demand for money but they seem to ignore the factors of money demand 
function, especially the money demand behavior in the ASEAN countries. Therefore, this paper aims to provide 
information on the relationship between money demand and its determinant in major five developing countries in 
ASEAN (ASEAN-5). This paper is one of the a few empirical researches that concerned both long-run and the short 
run equilibrium of demand for money in developing countries. 

Theoretically, there are three motive of money demand. Firstly, transactions demand for money, which had 
positively related with income and inversely related to interest rates. Second motive called precautionary demand 
for money, which also positively related to income. The last motive is speculative demand for money, which had 
negative related with interest rates. However, many of previous studies and real world experience usually include 
the cost of credit in money demand estimation. Therefore, this paper aims to analyze money demand function and 
its determinant in the ASEAN-5 by applying both money demand theory and review from previous research. The 
paper applied econometric model for investigating the determinate of money demand function in the ASEAN-5 by 
using broad money (M2) as a proxy of money demand in each country in the ASEAN-5 since the M2 was adopted 
as monetary targeting in monetary policy in many developing countries. The major objective of this paper is to test 
a long run and short run equilibrium relationship between money demand and its determinants in the ASEAN-5 
countries, including Malaysia, Philippine, Indonesia, Singapore, and Thailand. 
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Conclusions 

Although the issue of money demand is very important for conducting monetary policy, there have been 
relatively few empirical studies of a stability of money demand in ASEAN countries. In addition, most of the studies 
have emphasized the relationship between money aggregates and a range of economic indicators, and placed less 
concern on the stability of the money demand. Therefore, this research analyzed the stability of money demand in 
the ASEAN 5 countries, including Thailand, Singapore, Malaysia, Philippines, and Indonesia. The research 
conducted by testing the relationship between money demand and its determinant by using co integration, error 
correction techniques 

The result of the first stage in this research is the test of the stationary of each variable by applying the unit 
root procedure. The results of the ADF and clearly showed that all variables that were used in the research were 
integrated of order one (I (1)) and eligible for testing in the next step. 

The second stag was the testing of the long run money demand relationship by using co-integration. In this 
stage, M2 money demand was adopted as a proxy of money demand in the ASEAN5 countries. The results of co-
integration suggest that exists co-integrate vector in the money demand function in all countries in the ASEAN-5. 
The results of long run money demand function indicate that income elasticity has significant relationship with 
money demand function in Thailand, Singapore, and Indonesia, while it is not effect on long run money demand in 
Malaysia and Philippines. The exchange has effect in money demand in only Indonesia, but not significant effect 
on the long run money demand in other countries. Price level has long run relationship with money demand in every 
country in ASEAN-5 except Thailand. In addition, change in domestic interest rate has significant related with the 
long run money demand function in Singapore and Indonesia. However, the foreign interest rate has significant 
related with the long run money demand in Thailand, Malaysia, and Indonesia.  In short-run, exchange rate is one 
of the import factors affecting money demand in Thailand, Singapore, and Indonesia but not for Philippine and 
Malaysia.  
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Abstract: 

In the paper we seek an explanation of disparities in the required minimum levels of the capital adequacy 
ratio. Attention is given to 40 European countries mainly in the pre-crisis period. Cluster analysis results justify a 
need for a discretionary approach of the national prudential authorities when adopting the supranational prudential 
recommendations, to be more precise, Basel Committee conclusions. In such a manner, lower regulatory burden, 
i.e. lower minimum level of capital adequacy ratio in this case, is and should remain a privilege of the more 
transparent, ethical and accountable economic systems with better country credit rating, higher GDP per capita 
and lower inflation rate. Despite insignificance of the banking sector variables in the cluster analysis, when linear 
regression method is adopted, variables such as bank concentration indicator and asset quality have the highest 
explanatory power. A conclusion can be made that the set-up of the minimum capital adequacy ratio should be 
carefully planned due to threats of loss in the economic output if the banking sector is over-regulated or on the 
other hand increased financial instability in case of being under-regulated.10 

Keywords: banking regulation, capital requirements, commercial banks, cluster analysis, linear regression, and 
European countries. 

JEL Classification: G21, G28, P51, O52, C38.  

Introduction 

Capital requirements regulation is one of the finest examples of the convergence in the regulation of the 
banking industry. What usually starts as Basel Committee i.e. supranational prudential institution’s 
recommendations, soon after appears on the “to do list” of the national prudential authorities. However, criticism of 
the capital adequacy standard is widely present since their introduction in the late 1980s (Basel I) and despite their 
afterwards modification (Basel II and Basel III). The standard has changed the way in which banks measure and 
manage their risks, causing limitations in the credit growth as well as financial leverage usage. Thus, banking 
lobbies have regularly been opponents whenever capital requirements were on the agenda, while academicians 
investigated the potential side-effects and counter-effectiveness from the capital regulation implementation 
assuming that the “regulatory struggle” phenomenon11 will eventually occur. 

Namely, regulatory costs are usually sizeable what banks endeavour to avoid by performing so called 
“cosmetic” rather than true compliance with the regulatory rules or they even try to invent financial products and 
practices which are not regulated yet. The regulatory burden of implementing capital requirements is rather diverse 
with respect to the bank size, the banking sector characteristics and country in which banks operate. Some authors 
pinpoint country’s characteristics as the factors of utmost importance for the capital adequacy standards 
implementation. For instance, Caprio and Honohan (1999) assume macroeconomic volatility, persistency in 
regulatory regimes, independence of prudential authorities from political pressures and overall institutional 
environment to be key determinants of certain regulatory strategy outcome. Moreover, Delis et al. (2009) conclude 
that capital regulation should be adapted to country specificities, while Morrison and White (2005) confirm that the 
size of capital requirements should be in inverse relationship with regulator’s reputation which is approximated with 
the income level of certain country and various indices for the country’s “rule of law” development level. Similarly, 
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Ribakova (2005) shows that there is a trade-off between supervisors’ quality and minimum capital adequacy ratios, 
while Buck and Schliephake (2013) prove that only when both, supervision and minimum capital requirements 
instruments are implemented the costs of preventing the collapse of financial intermediation will be minimized. On 
the other hand, some authors uphold the view that disparities in the regulatory burden i.e. the minimum capital 
adequacy ratios and other regulatory instruments will alter the problem of cross-border regulatory arbitrage 
(Acharya 2003, Moshirian 2011, Marinč et al. 2014) and thus point out a necessity of increasing harmonization in 
regulatory instruments between countries, especially in the European union (Marinč et al. 2014) which promotes 
the idea of financial and economic integration, levelling the playing field and recently affirmed the project of creating 
the banking union. 

Although it is clear that financial and economic integration enable faster transmission of the crisis events 
(see e.g. Nasreen and Anwar 2015) it is still questionable whether global regulation can be effective mechanism 
for preventing future financial crisis. Whatever the case might be, two contrast views regarding desirability of 
differences in the capital regulation among different countries inspired our research which aims to detect factors 
that justify disparities in the minimum capital adequacy ratios using a sample of 40 European countries.  

The remainder of the paper is organized as follows. The next section reviews the survey of literature. The 
third section discusses the empirical strategy and research findings, while the last section concludes the paper. 
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Conclusion 

Inequalities in regulatory costs from the capital requirements implementation in the world of banking without 
borders might amplify the problem of cross-border regulatory arbitrage. Thus, harmonizing the content of various 
regulatory measures became prominent goal on the agenda of supranational policymakers, especially after the 
recent financial crisis and troubles that global banking i.e. providing banking services on a global scale caused to 
national prudential authorities as well as to the lenders of last resort. Standardization of rules is of particular 
relevance for the EU which since recently promotes the establishment of banking union as one of catalysts for 
fulfilling what the EU “project” stands for - the international financial and economic integration. However, some 
differences in the prudential instruments will always exist as discretionary policies remain an option for at least non-
EU and non-Eurozone countries in periods of financial stability as well as a part of crisis management for all 
countries in extraordinary times.  

With respect to the emerging debate on the two opposing views about regulation i.e. harmonization of rules 
vs. more discretionary approach in setting rules, in this research we focused on the minimum capital adequacy 
ratios in Europe and investigated the factors which might explain differences between them. To be more precise, 
we hypothesized that the country’s development level i.e. its macroeconomic and institutional development as well 
as its banking sector characteristics impact the regulatory requirements about the minimum capital adequacy ratio. 
The secondary data collected for a sample of 40 European countries were tested by using the univariate and 
multivariate statistics. ANOVA and Kruskal-Wallis test were helpful in order to detect variables which might have 
explanatory power in the K-means cluster analysis. Due to relatively small sample size and rather large number of 
potential explanatory variables cluster analysis was conducted separately for banking sector variables, 
macroeconomic variables and institutional development variables. It was found that countries with more stable 
macroeconomic environment i.e. lower inflation, higher GDP per capita and lower probability of sovereign debt 
default have lower regulatory requirements considering bank capital adequacy ratio. In addition, countries with 
higher transparency of policymaking, more ethical behaviour of firms and better corporate reporting practices also 
have lower capital requirements. Altogether, a conclusion can be made that countries with better macroeconomic 
performance and more developed institutions have lower systemic risk and therefore decrease their regulatory 
burden. On the other hand, banks which are doing business in countries with the opposite characteristics are 
perceived as more fragile and are requested to have higher capital adequacy which serves to limit their excessive 
risk-taking and to decrease social costs in case of their instability. Another explanation is that prudential authorities 
in more developed economies have better know-how to perform banking supervision, and thus their quality in 
supervising becomes a substitute for the quantity of minimally required capital adequacy. Differences in the clusters 
when banking sector variables were set out as clustering variables were not statistically significant, although 
concentration indicator had some significance in ANOVA results for clusters.  

Besides partial cluster analysis for each group of variables a stepwise linear regression analysis was 
performed in order to obtain results from an integrated analysis i.e. analysis which took into consideration all 
independent variables at once. According to the latter approach, banking sector variables, to be more precise, 
concentration indicator, bad debt indicator and dummy variable for banking crisis shaped the final regression model. 
Thus, non-performing loans add to minimum capital adequacy ratio, while bank concentration and occurrence of 
banking crisis have negative impact on the aforementioned ratio. While the regulator’s response to lower asset 
quality is expected, it seems that higher concentration of the banking sector works the same way as the bank size 
in the researches with the bank-level data. Namely, large banks usually have lower capital adequacy in comparison 
to small-sized banks due to their better market position in raising capital, more developed risk management 
practices, possibilities of providing services to prime customers and finally the too-big-to-fail phenomenon. In the 
same way, more concentrated banking sectors imply lower refinancing and asset risks and more tolerant prudential 
authorities. Alternative explanation could be that some developed countries have sizeable concentration ratios, and 
thus a negative effect of concentration to capital adequacy occurs. Finally, the most of countries that were among 
the first hit by the banking crisis were the most developed European countries and thus negative impact of the crisis 
on the capital adequacy is somewhat less unusual. In addition, capital adequacy is more crisis prevention or ex 
ante prudential instrument, which could be perceived as ex post instrument when there are bank failures and 
necessity to decrease costs from their occurrence. 

It is evident how adoption of the two statistical techniques led us to different explanations regarding the 
drivers of the minimum level of capital adequacy ratios in European countries. Despite that, the main caveat of the 
research remains the same in both cases and can be summarized in the following way: there is an empirical 
justification for the praxis of designing the regulatory policies by taking into consideration country’s characteristics 
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whereas less stringent regulation can be an option only for more developed countries. Altogether, uniform prudential 
regulation might still not be a desirable solution despite threats of unequal regulatory burden and cross-border 
regulatory arbitrage. Nevertheless, we strongly encourage further studies in this field in order to obtain more 
convincing results regarding our conclusions and/or proposals for methodological improvement. 
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Abstract 

Emerging economies are coming forward and contributing large share of FDI outflows in world’s total FDI 
outflows. In the global economy, India has spring up as major recipient of FDI and also significant outward investors. 
Due to the strategic importance of Outward FDI Indian companies spreading their footprints by making Greenfield 
and brownfield investments across the globe. There is a need to study the status of emerging India in terms of 
OFDI country. In this paper attempt is made to analyze the FDI outflows from India. The study tries to explore trends 
of Outward FDI to exhibits the sector-wise and year-wise distribution of Indian direct investments abroad. The 
period of study covers the data from 1996 to 2014. Additionally, the study attempts to provide list of top foreign 
acquisition by Indian firms’ industry-wise, sector-wise. From the results obtained, Singapore is the most preferred 
investment destination by Indian corporates followed by Mauritius, Netherland, USA and UAE. India is showing 
unprecedented growth in FDI outflows, there is a need of appropriate investment promotion efforts and home 
country government supporting terms of bargaining with host country government for implementation of projects 
should be given to boost the confidence of Indian companies. 

Keyword: emerging economies, India, outward FDI, market- seeking, internationalization of firms, acquisition. 

JEL Classification: D40, F23, F63. 

Introduction 

After gaining success in attracting bulk inward FDI emerging economies (EMEs) are increasingly becoming 
a major source of foreign direct investment in global scene. Through internationalization Indian multinational 
companies are building high profiles worldwide. The investment development path (IDP) framework explains the 
relationship of outward and inward FDI flows and the level of economic development of the country (Dunning 1981, 
UNCTAD 2001, Narula and Guimon 2010). Over the past years, India’s economic growth is based on its export 
driven policy which mainly concentrated in searching new markets for exports of goods manufactures in India. 
Through in the beginning Indian Outward FDI had concentrated in developing nations as its host nations. Path of 
Indian FDI outflows have been continuously changing from developed nations to developing nations as a location 
for investments. Internationalization of Indian firms depends on the nature of the host region, according to which 
Indian companies implement their OFDI activities in target market. Due to the strategic importance of Outward FDI 
Indian companies spreading their footprints by making Greenfield and brownfield investments across the globe. 
There is emergence need for growing Indian economy to open up its door of restricted FDI policy and become a 
global player to create a competitive image across the world by acquiring reputed brands and setting up its own 
production facilities abroad. 

Over the last two decades, increased globalization has played a strong role in upbringing FDI activity and 
Internationalization of firms. In the recent years, Internationalization of firms from emerging markets in the form of 
Outward Foreign Direct Investment has undergone a rapid change. This upsurge is the results of economic reforms 
initiated since 1991, which results in increasing openness of markets, growing interdependence and strengthening 
economic ties in the world economy. Outward FDI provides an opportunity to Indian investors to access the markets 
globally and it eases the process to target the major export markets. Path of Indian FDI outflows have been 
continuously changing from developed nations to developing nations as a location for investments. Mainly firms 
invest overseas either by opening wholly owned subsidiary or by acquiring renowned brands to gain strategic 
advantage. 

Motivation behind Indian FDI outflows ranges from market-seeking, resource -seeking, efficiency-seeking 
and strategic-seeking. Eminent scholars are looking to the motivations of Indian companies their FDI decision-
making process (Pradhan 2007, Kumar 2008, Duanmu 2009, Anwar and Mughal 2011, Baskaran and Chaarlas 
2012). The most important type of OFDI is efficiency-seeking where firms set up their operations on the basis of 
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the locational advantages to access the cheap resources. By doing this, they can earn the benefits of economies 
of scale and incur less costs. Thus both the home country and host country can take the advantages of value 
addition in their business operations in terms of sales, foreign assets and employment. Home country firms also 
experiences through learning by networking their firms globally. Outward investment policy regime was liberalized 
since 1992. 

The academic literature has shown that emerging nations are coming forward and contributing large chunk 
of OFDI investment in world total share of FDI outflows. But it has shown that there is mixed results related with 
the FDI as a substitute or complimentary to the home country exports. Indian government initiated FDI outflows in 
slow pace then it has gained momentum. Department of commerce is the nodal agency which has published 
information on overseas investment till 1993. After that Indian Investment Centre, under the department of Ministry 
of Commerce has been opened but in 2005 it was wounded up. Now at present RBI is the sole agency publishing 
information on outward direct investment remittances – wise. Reserve bank of India has changed overseas 
investment policy from time to time. Basically RBI provides different routes for Overseas Investment. The rest of 
the paper will unfold as follows. The following section presents various schemes of overseas investment from India. 
Section 3 deals selective review of literature on Outward FDI. Section 4 provides analysis of FDI outflows in financial 
year 2013-14. It also attempts to make analysis of FDI outflows from India from period 1996-2012 remittance –
wise. Additionally, it also reveals the preferred destination of Indian OFDI and its sartorial composition. Section 5 
exhibits the major foreign acquisitions by Indian firms. At the end study concludes with the major findings and 
research implications. 
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Conclusion and research implications 

Emerging powers are becoming important in trade and development. In this context, the above analysis 
shows that India after gaining success in attracting massive inward foreign direct investment, India has also become 
a major source of Outward Foreign direct investment worldwide. The study has provided complete data on FDI 
outflows remittance-wise d. FDI outflows are presented in terms of financial commitment which involves equity, 
loans and guarantee issues. It can be observed that at sectorial level of Indian economy, investors are investing 
outside in manufacturing sector to seek cost advantage and to get access to cheap raw material for production 
purposes keeping in mind of growing needs of Indian population. On the other side, financial Insurance, Real Estate 
Business and Business services help in providing employment to host country population. So we can conclude that 
outward FDI is an instrument of economic ties which helps in establishing good relation between India and various 
host nations. 

Big Indian corporates like Tata, Bharti’s and Wipro are acquiring brands globally to seek strategic 
advantages. It also provides opportunity to small scale and medium sized Indian enterprises to expand their 
business operations and take India to the new heights of success. Indian government provides different routes for 
doing overseas investments on the basis of specified rules applicable on different schemes. Assistance must be 
given in terms of financial support, legal support, provide basic political and macroeconomic stability that offers 
ability to investors to make normal business decisions. Government should put appropriate investment promotion 
efforts which facilitates dissemination of information related with the investment site and service existing and 
potential investors. By this endeavor government would contribute in bringing up the investors’ confidence. It also 
provides country to put an impression on the world wide level and set their competitive image globally. 

The above analysis raises a natural question: that does the Indian economy benefit or cost from direct 
investment abroad by its firm. The answer to this question has two side, home country as well as host country both 
get benefits against cost incurred by them. Firstly, the benefits arise from three different sources. The foreign 
earning adds to the capital account of Balance of Payments. It also benefits India’s current account if subsidiaries 
create demand of exports in host country are in demand. Similarly, more exports lead to more employment in 
source country. Hence production of capital equipment’s, intermediate complementary goods rises. Home country 
firms by exposing themselves in foreign markets will learn some valuable effects and return back in home country 
and creates spillover effects. This amounts to resource transfer effect.  

Many investor nations now have government support programs in terms of investment overseas services 
includes project development, insurance programs to cover major types of investment risk. Government must 
provide support to the companies by giving information on opportunity available in other developing and developed 
countries. They must provide overseas investment services to the domestic firms such as investment insurance, 
finance at reasonable rates which help in boosting their confidence. Appropriate investment promotion efforts and 
home country government support should be given to boost the confidence of Indian companies. Home country 
should invite projects from companies and after that home country government should bargain with the host country 
government in the implementation of the projects. 

The day is not far India will be a frontrunner in world Outward FDI the global scene. Indian MNEs will continue 
to invest in companies of developed-country, particularly now that they are more affordable due to the global crisis.1 
In addition, Indian MNEs are seeking more strategic investments in emerging markets, particularly in Africa.2 
According to a recent report, India might be the largest source of emerging market MNEs by 2024, with 20% more 
new MNEs than China, and over 2,200 Indian firms are likely to invest overseas in the next fifteen years 
(Pricewaterhouse Coopers) 
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Whether it is really impossible that all should start in the world 
With a fair chance of leading a cultured life, 

 Free from the pains of poverty and the stagnating influences of excessive mechanical toil... 
But the answer depends in a great measure upon facts and inferences, 

Which are within the province of economics? 
And this it is which gives to economic studies their chief and their highest interest. 

Alfred Marshall  

Abstract: 

The housing problem in Russia is discussed in terms of social-economical and ideological-political problems 
of the state. Modern trends in the development of economical science methodology and their impact on the solution 
of housing issue in Russia are analyzed. Market imperfections and their role in the acute problem of housing 
availability in post-reform Russia are considered. The challenges in housing supply and demand and its equilibrium 
price in Russia are studied. The socially-oriented approach to the solution of housing problem is proposed. 

Keywords: economic policy, market imperfections, housing supply and demand, social-oriented economy. 

JEL Classification: A 130, J110, R310. 

 Introduction 

Together with public health and education, the housing availability represents a long-standing challenge for 
social and economic community. In Russian federation, this problem seems to be especially contradictory. On the 
one hand, the social factor is interwoven with economical one. From the other hand, quality of the housing reflects 
social and economical status of individual and is incorporated to the concept of social welfare. In our opinion, the 
housing is a vital need, without which population dooms to degrade and die out, especially in the countries like 
Russia, where the people simple cannot live in the open air. 
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Conclusions 

A brief review of general theoretical issues of the current development of "economic mainstream" allows us 
to make the following conclusions concerning the scope of our research. 

Today the numerous market "imperfections" represent, on the one hand, "abnormal" deviations from dry 
Valrasian equilibrium, and, on the other hand, the understanding of deep social injustice (for which capitalism was 
always criticized) and non-realization of the idea of public welfare growth. It gave an impetus to the development 
of so-called socially oriented market economy (neosmitthianism, neomarxism, social capitalism) and to fierce 
dispute concerning the need for the state intervention in economy. The combined effect of three main imperfections 
(labor market, goods market and credit market) has aggravated the social aspect of the housing problem in the 
Russian Federation that indicates the need for formation of the state investment policy in sphere of housing 
construction. 

The market imperfections in the modern world can be circumvented by the creation of special structures, 
institutes. The institutionalism is all-encompassing and ideologically faceless. To be more exact, it is multifaceted. 
Various institutional structures can be supported by different ideologies, and hence can solve the same 
"imperfections" problems in diverse fashion. 

The housing problem can be solved from a position of different ideological priorities. Consequently, 
institutional and organizational mechanisms of its solution will also be different. One of the priorities is integration 
of the Russian Federation into world financial and economic system meeting the requirements of the latter as fill as 
possible. In this case, the prices for housing are obeyed to the market laws. Indeed, the higher prices are profitable 
for the construction companies, who do not wish to increase the construction volumes and the housing may be 
acquired by direct purchase or mortgage. The mortgage is beneficial for owners of the capital, but for housing 
buyers, the price of 1 m2 will be considerably raised. The person, who is unable to purchase an apartment or take 
out a mortgage, is ideologically condemned and is marginalized. For this purpose, diverse social clichés are used, 
just to mention a few: "he works a little", "he found a bad job", "he got the wrong profession" or "he has many 
children". Representatives of strategic professions, for example, military men, are supported by the state. The 
others have to be confined in narrow houses of the Soviet epoch. The main consequence of such priority 
commitment is underdevelopment or even degradation of the human capital of the state. 

Other priority is a socially oriented. It is aimed at the strategic development of human potential of the state 
and growth of the people prosperity. From this position, the housing is necessary for man to the same degree as 
basic level of education or food demand. Only in this case, a man can perfect himself pro bono publicum, without 
being afraid (in the case of mistakes, temporary difficulties and crisis), to be tightened by mortgage throttlehold, 
and to raise a family, without being afraid of necessity of long living in the confined space. New institutional strategy, 
which still does not exist in the Russian Federation, should be developed for the implementation of this priority of 
housing. 

The concept of "dependence on development path" explaining a state-of-the-art of the economic processes, 
which are defined by historically random choice at the "road fork", does not hold up against criticism. All key 
evolution choices are prepared and made absolutely consciously and purposefully. In this sense, the mathematical 
apparatus, and, in particular, a synergetic explanation of bifurcation points and choice of a certain evolution way, 
which is involved in the scope of a target attractor, is much closer to truth. Importantly, this process is always based 
not on causality, but on idea, worldview fractal as the main driving force of human activity. 

What ideology dominates today in the field economic research? Does it come back from the bifurcation point 
to a route proposed by A. Marshall, who has said that the economic should contribute to the growth of public 
welfare? And one of the main indicators of the latter is the housing and its availability. 
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Abstract:  

The article analyzes the results of applying the methodology for assessing the impact of regional economic 
structures in the socio-economic development of the northern regions of Russia. This is determined by the need to 
improve the theoretical and methodological aspects of the assessment. The purpose of the study is testing a 
methodical approach to assessing the impact of industrial raw agglomerations of the northern region (the Republic 
of Komi). Implementation targets demanded formulation and solution of the following tasks: 1) approve the 
methodical approach to assessing the impact of industrial raw agglomerations on the socio-economic development 
of the northern region; 2) prove methodical approach to assessing the impact of industrial raw agglomerations on 
the socio-economic development of the northern region. 

Keywords: industrial and raw material agglomeration, territory development, impact assessment, socio-economic 
development. 

JEL Classification: O14. 

 Introduction  

The impact of regional economic structures in the socio-economic development of the northern region has 
been researched in the works of such scholars as E.A. Zakharchuk, V.S. Drums, I.V. Makarov, V.G. Loginov Y.U. 
Nesterenko, N.Y. Vlasov, S.Y. Yurpalov, V.A. Yatnov, A.F. Stepchildren, M.B. Petrov, A.G. Shelomentsev, O.V. 
Gubin, V.N. Lazhentsev, V.P. Lukanicheva, L.V.Chayka, as well as foreign researchers and practitioners within the 
designated works: M.E Porter, Ch Ketels., M. Delgado (Porter et al. 2007). Special attention is paid to the problems 
of the North. (Eremeyev 2015) 

The object of the study is the northern region as organizational and economic space formation and 
development of industrial raw agglomerations. The subject of the study is organizational and economic relations in 
the process of formation and development of industrial raw agglomerations in the northern regions. 

Basic research methods: systematic analysis, summary and grouping of data, comparison and analogy, 
generalization, project approach in the framework of study and practice of implementation of management 
decisions (Lazhentsev 2008). 
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Conclusion 

To improve the system of organizational and economic mechanism of industrial raw material agglomeration 
in the northern regions, we bringing these rates in line with the mining capacity will reduce the impact of negative 
factors of the northern specifics of the socio-economic development of the northern regions (in particular, increased 
transport costs) and still use the potential territory most productively (to increase the depth of processing and added 
value), which will increase the effectiveness of PSA and efficiency. This area of the improvement scheme of 
organizational and economic mechanism of industrial raw material agglomeration in the northern regions may be 
most successfully implemented using the PPP model, given the potential inflow (return) of private capital into 
Russia. 
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Abstract 

This article approaches the problems of economic growth and development in the conditions of limitation and non-
reproducibility of part of the natural resources that determine the limits of extensive growth. An ordinal approach employed in 
microeconomic theory in the interpretation of the rational production was used to justify the criterion of optimization of the 
production structure at the macro level of the economic system and to determine the conditions under which the maximum 
possible rates of balanced economic development within existing resource constraints are achieved. An analysis of the 
proposed model reveals the feasibility of the threats associated with the possible ecological and economic collapse in the 
conditions of the extensive economic growth. At the same time, it confirms the possibility to avoid negative scenarios of 
development related to the reduction of stocks of non-reproducible natural resources and weakening of the recreational 
opportunities of the ecological system. The conclusion was justified that the conditions for sustainable development are 
balanced economic growth, optimization of the macroeconomic structure of production, large-scale investment in the 
development and implementation of "closing" technologies that reduce demand for energy and raw materials while maintaining 
and expanding the production capacity of the economic system, as well as the formation of an effective innovation system that 

ensures implementation of scientific achievements and new technical and technological solutions in the production process. 

Keywords: economic growth, sustainable development, rational production choice. 

JEL Classification: O14, R19, L69. 

 Introduction 

Mankind has felt the absolute lack of the necessities in life for a long time, and even after getting the 
advanced technology able to meet the basic necessities of life and to ensure acceptable living standards for the 
majority, it continues to see a higher meaning of industrial activity and the initial source of demand in the increasing 
private consumption. The economic growth is in most cases considered to be a condition for the population welfare 
gain and satisfaction of its growing needs. (Jones 2002) 

Most economists reasonably believe that economic growth, understood as the increase in the gross 
domestic product, leads to the accumulation of wealth, expands the potential possibilities of the national states in 
addressing poverty and in solving other social problems, and considers the high rate of economic growth as one of 
the most important guidelines of the economic policy. Due to this, the task of ensuring the conditions for sustainable 
growth and overcoming the threats posed by the resource constraints is in the focus of scientists from neo-
Keynesian and neoclassical schools of thought, exogenous and endogenous growth theories (Solow 1988, 2000, 
2004, Kaldor 1961, Harrod 1966, Hansen 2012, Tietenberg 2005, 2006, Romer and Nelson 1996, Witt 2001, Ruttan 
2001).  
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The theory of economic growth in the context of resource constraints in Russia has been developing almost 
independently within the framework of solving the common challenges faced by humanity. It was originally 
developed by the scientists who are better known in the world as representatives of the natural sciences – 
biogeochemistry and mineralogy, population genetics and geography (Toumashev and Toumasheva 2015). 

Many researchers, starting from J. Schumpeter (Schumpeter 1982), maintain a positive view on the 
opportunities offered by economic growth and differentiate economic growth and economic development, giving 
preference to the latter. Schumpeter defined the economic growth as the quantitative increase in the goods and 
services produced and consumed in the economy regardless of the qualitative change in the structure of the public 
product and the existing system of technological ties. 

Modern system analysis assumes that the development shall objectively include the multiple reproduction 
of a certain object; deviations in the newly created objects from the previous samples that arise in reproduction; 
unequal preservation of various deviations, selective choice of the most successful of them in terms of optimizing 
the trajectory of economic development and improving the functioning of the system. According to this criterion, J. 
Schumpeter defined the economic development as the accumulation of positive qualitative changes that act as a 
result of implementation of progressive changes in engineering, technology and organization of production and 
emergence of new types of products and services that better meet the needs of society. 

The parameters of the volumes of national production achieved by individual countries currently serve as 
the main indicator of the level of their development and production and technical strength. In some cases, these 
indicators are absolutized; the performance of the national economy at the macro level is assessed without taking 
into account the real content of GDP and the equation of its branch structure. It is expected that the economic 
growth expressed in the GDP growth expands the resource capacities of the society and allows to increase the 
production of final consumption goods in any case. This theoretical position has been used in practice in the course 
of economic reforms in the post-Soviet space. 

The existence of an alternative point of view cannot go unnoticed (Forrester 1971, Meadows et al. 2004, 
Mesarovic and Pestel 1974, Brown 2011). Several researchers of resource and environmental problems caused 
by the expansion of the production scale of human activity and increase in the world population consider the 
economic growth as a real threat to the existence of civilization (Rees et al. 1998, Auty 2001). On their opinion, the 
uncontrolled economic growth can result in the systemic collapse associated with the depletion of natural resources 
on the planet. The very posing of the question about the instability of the dynamics of development of national 
economies and the world civilization as a whole was first set out in the report to the Club of Rome titled "The Limits 
to Growth" (Meadows et al. 1974), which reveals the results of a study of immediate and long-term consequences 
of strategic decisions related to the development paths chosen by the mankind. The report's findings were based 
on an analysis of statistical data on the basis of a systemic approach with the use of mathematical modeling 
techniques. The report rationalizes the position that the threat to the stability of the functioning and development of 
the world civilization originates from the exhaustion of the growth resources. According to its authors, the world 
population should have doubled every 33 years with an annual growth of 2.1%. 

Despite the fact that the real population growth rate appeared significantly lower than projected and the 
world's population grew at a slower rate (it increased by 1.7% in 1982), it does not eliminate the severity of the 
problem. The world's population exceeded 7 bln by 2013. According to D. Meadows and his co-authors, the 
statistically stated population growth comes into conflict with the biological productivity of the Earth, which 
objectively leads to a shortage of food and raw materials. Dennis Meadows confirmed his commitment to his 
theoretical position in 2012 during a visit to Moscow, saying: "Russia is also making efforts to become more 
economically and technologically efficient. But it must be clearly understood that the more effectively you move in 
one direction or another, the lower the potential survival rate of such a system will be" (Meadows 2012). The fact 
that the existing mechanism of development in the environmentally-filled niche occupied by the mankind is imperfect 
was highlighted in further reports to the Club of Rome, prepared by Jan Tinbergen, Ragnar Frisch (Vane and 
Mulhearn 2010, 2011), Ervin Laszlo (Laszlo, Ervin 1994), and Report to the World Bank written by a group of 
economists and ecologists led by Goodland, Daly and El Serafy in 1991. (Goodland et al. 1991) 

The founder and leader of the movement "New Right" in France, Alain de Benoist (Benoist 2007), sharply 
criticized the dominant model of the consumer society that leads to the destruction of nature. He formulates a 
program of anti-growth movement and the ecological economy based on ideas of reducing the excessive production 
and consumption. His criticism and normative judgments are largely based on moral and ethical arguments and 
may have additional rationale of the suggested measures to ensure the development sustainability. 
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Considering the problem of the natural constraints of economic growth, one cannot ignore the concepts of 
a sustainable state of the economy of the economic and ecological nature, which criticized the neoclassical growth 
theories. It primarily relates to concerns to the works of one of the founders of the International Society for Ecological 
Economics, Herman Edward Daly (Daly 2007). Considering the growth constraints as a means of solving 
environmental problems, he introduced the concept of the economy in a sustainable state, the initial resource 
(physical) components of which are limited and do not change over time. The main parameters of this economy are 
population, real GDP, level of energy and other material resources consumption, which, in his opinion, should be 
maintained at a level not higher than the carrying capacity of the ecological system in which it operates. In some 
cases, the need to reduce production is suggested in order to achieve the desired state to the extent not exceeding 
ecological requirements. (Jackson 2009) 

Even if the increase in private consumption is considered as a goal of production and economic development 
is considered as the main way to achieve it, a problem of allocating resources between unproductive consumption 
and investment persists. Options for possible solutions are illustrated by the production capacity curve, within which 
the choice is made between current consumption (goods for the present) and real investments (goods for the 
future). 

At first glance, the dilemma lies in the fact that the growth in consumption increases the current level of life, 
while reducing the rate of economic development and an increase in welfare of the population in the future. 
Obviousness of this interpretation is convincing but cannot be considered the proof of its full validity. For example, 
if the amount of current consumption is reduced to zero, thus bringing the savings ratio (savings and investment) 
in GDP up to 100%, the economic growth won’t accelerate but stop, as the necessary conditions for reproduction 
of the labor factor will be eliminated. The problem of the growth acceleration is not always solved by increasing the 
savings share – it is a special, though the most common, case. The optimization of allocating resources between 
savings and consumption is the condition for high rates of sustainable development. (Shlychkov and Nestulaeva 
2015) 

Introduction of the assumption about the possibility of intensive development of the labor force not limiting 
the reproduction with its population to the theory of growth is a significant achievement of the authors of the 
endogenous theory of growth (Romer 1986 or Lucas 1988). Improving living conditions –quality of food, health 
services, and in particular the general and vocational training – becomes the element of the expanded reproduction 
of resources in this context, and expenditure for this purposes act as investment in human capital. As a result, in 
the face of rapid technological development, even with constant population with an increase in investment and the 
accumulation of capital, a situation may emerge described by not decreasing but constant capital returns. In a 
simple model of endogenous growth KAY  , which establishes the dependence of the production volume Y on 
the total capital K, the marginal productivity of capital, unlike R. Solow’s model, is not a decreasing variable but a 
constant, parameter A describing the nature of this dependence is not changed depending on the amount of capital 
employed. Given the prediction of emergence of a new generation of more efficient technology, the appearance of 
the phenomenon of its increasing return, provided that workforce quality improves, can be theoretically assumed. 
With this approach, the population growth and increasing its qualifications and vocational skills should be 
considered as an increase in resource potential rather than just the emergence of new customers applying for 
additional share of the “public pie”. (Shlychkov, Vedin, Khasanova 2015) 
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Conclusion  

The proposed model indicates the objective possibility of a situation in which the use of the resource-saving 
(closing) technologies may prevent ecological and economic collapse and ensure the preservation of the 
sustainable and balanced economic development, as well as the realization of such a production function as the 
development and perfection of human nature, the formation of a more advanced, creative and functionally effective 
population. Intensive economic development will require not so much population growth as the growth of its quality. 

Constraints of growth in such a system are limited mainly not by deficiency of natural resources, but by the 
lack of scientific and technical knowledge, level of development of methods and technology and qualification of the 
workforce. In order to ensure sustainable development in this scenario, it is necessary to maintain a heavy share 
of spending on fundamental and applied research, general and vocational education in the structure of gross 
product and the availability of an effective innovation system that can form the conditions of transformation of 
scientific knowledge into energy saving technologies. The problems of structural unemployment, which objectively 
emerge in the market system along with its technical and technological development, involve anticipating structural 
changes in the field of vocational training. 

References  

[1] Roy, A., Douglas, G. R. G. D. (1964). Mathematical Economics (Studies in Statistics and Scientific Method, 
No. 3, Second edition). Macmillan, St. Martin's Press. 

[2] Auty, R.M. (2001). Resource Abundance and Economic Development (WIDER Studies in Development 
Economics, 1 Edition). Oxford University Press, pp: 360. 

[3] Benoist, A. (2007). Demain, la décroissance! Penser l'écologie jusqu'au bout. Edite, pp: 199. 

[4] Brown, L.R. (2011). World on the Edge: How to Prevent Environmental and Economic Collapse. Lester Russel 
Brown. W.W. Norton && Company, pp: 223.  

[5] Buchanan, J.M. (1959). Positive Economics, Welfare Economics, and Political Economy. Journal of Law and 
Economics, 2: 124-38. 

[6] Daly, H. (2007). Ecological Economics and Sustainable Development: Selected Essays of Herman Daly. 
Cheltenham, UK: Edward Elgar Publishing, pp: 270.  

[7] Edgeworth, F.Y. (2012). Mathematical Psychics an Essay on the Application of Mathematics to the Moral 
Sciences (Classic Reprint). London (UK): Forgotten Books, pp: 156.  

[8] Feldstein, M.S. (Editor) (1987). The Effects of Taxation on Capital Accumulation (National Bureau of Economic 
Research Monographs). University of Chicago Press, pp: 480. 

[9] Forrester, J.W. (1971). World Dynamic. Cambridge, pp: 144. 

[10] Goodland, R., Daly, S. and Serafy, S.El. (1991). Environmentally Sustainable Economic Development: 
Building on Brundtland, World Bank Environment Working Paper, 46(July). Washington DC: World Bank. 

[11] Harrod, R. (1966). Towards a Dynamic Economics: Some Recent Developments of Economic Theory and 
Their Application to Policy. Leningrad: Macmillan; Later ptg. of the 1948 edition.  

[12] Hansen, A.H. (2012). Monetary Theory and Fiscal Policy. Literary Licensing, LLC, June 30: 246.  

[13] Hicks, J.R. Sir (1980). Causality in Economics. Basic Books; First Edition edition, pp: 124.  

[14] Jackson, T. (2009). Prosperity without growth? The transition to a sustainable economy. Published by the 
Sustainable Development Commission, March: 132. 

[15] Jones, Ch.I. (2002). Introduction to Economic Growth. 2nd Edition, New York, NY: W.W. Norton & Co., pp: 
256. 

[16] Kaldor, N. (1961). Capital Accumulation and Economic Growth. Eds., Lutz, F. and D. Hague. The Theory of 
Economic Growth. N.Y.: St. Martin`s Press, pp: 177-222. 

[17] Keynes, J.M. (2011). The General Theory of Employment, Interest, and Money. Create Space Independent 
Publishing Platform, November 15: 168. 



Journal of Applied Economic Sciences 
Volume XI, Issue 3(41), Summer 2016 

 

[18] Laffer, A.B. and Moore, S. (2014). An Inquiry into the Nature and Causes of the Wealth of States: How Taxes, 
Energy, and Worker Freedom Change Everything. Wiley; 1st Edition, pp: 368. 

[19] Laszlo, E. (1994). The choice: evolution or extinction? New York, NY: J.P. Tarcher/Putnam, pp: 315. 

[20] Lucas, R. (1988). On the Mechanics of Economic Development. Journal of Monetary Economics, 22: 3-42. 

[21] Meadows, D.L. (2012). The world system is far beyond the limits growth. Date Views: 28.03.2016. 
http://ecoreporter.ru/node/778.  

[22] Meadows, D.H., Rander, J. and Meadows, D.L. (2004). Limits to Growth: The 30-Year Update. Chelsea Green 
Publishing, 3rd Edition, pp: 338. 

[23] Meadows, D.H., Meadows, D.L., Randers, J. and Behrens, W.W. (1974). The Limits to Grow – A Report for 
the Club of Rome’s Project on the Predicament of Mankind. New York, pp: 338. 

[24] Mesarovic, M. and Pestel, E. (1974). Mankind at the Turning Point. New York: Dutton, pp: 210. 

[25] Pareto, V. (2014). Manual of Political Economy: A Critical and Variorum Edition. Oxford: Oxford University 
Press; 1st Edition (June 3): 720. 

[26] Rees, W.E., Wackernagel M. and Testemale, Ph. (1998). Our Ecological Footprint: Reducing Human Impact 
on the Earth (New Catalyst Bioregional Series). New Society Publishers, pp: 160. 

[27] Romer, P.M. (1986). Increasing Returns and Long-run Growth. Journal of Political Economy, 94(5): 1002-
1037. 

[28] Romer, P.M. and Nelson, R.R. (1996). Science, Economic Growth, and Public Policy. Technology, R&D, and 
the Economy. Eds., Smith, B.L.R. and C.E. Barfield. Washington: Brookings Institution and American 
Enterprise Institute. Reprinted in Challenge, March-April: 9-21. 

[29] Ruttan, V. (2001). Technology, Growth, and Development. New York: NY: Oxford University Press. 

[30] Selke, S., Auras, R., Nguyen, T.A., Aguirre, E.C., Cheruvathur, R. and Liu, Y. (2015). Evaluation of 
Biodegradation-Promoting Additives for Plastics. Biosystems and Agricultural Engineering, Michigan State 
University, US. Environmental Science and Technology, 49(6): 3769–3777. 

[31] Schumpeter, J.A. (1982). The Theory of Economic Development: An Inquiry into Profits, Capital, Credit, 
Interest, and the Business Cycle (Social Science Classics Series). Transaction Publishers (January 1). New 
Brunswick (USA) and London (UK), pp: 244. 

[32] Solow, R.M. (2000). Growth Theory. Oxford: Oxford University Press: An Exposition, 2nd Edition, pp: 220. 

[33] Solow, R.M. (1988). Growth Theory and After. American Economic Review, American Economic Association, 
78(3): 307-317. 

[34] Solow, R.M. (2004). Structural Reform and Macroeconomic Policy (International Economic Association 
Series). Palgrave Macmillan, pp: 170.  

[35] Shlychkov, V.V., Vedin, N.V. and Khasanova, A.Sh. (2015). A Quarter Century of Reform of the Russian 
Economy: Is it Wandering in a Maze or Jogging in Place? Indian Journal of Science and Technology, 8(S10): 
1-11. DOI: 10.17485/ijst/2015/v8iS10/84883  

[36] Shlychkov, V. and Nestulaeva, D. (2015). Economic science and evolution of economic agents’ expectations 
formation process. Asian Social Science, 11(19): 82-89. DOI:10.5539/ass.v11n19p82 

[37] Tietenberg, T. (2005). Environmental and Natural Resource Economics. New York: Harper Collins, 7th Edition, 
pp. 482. 

[38] Tietenberg, T.H. (2006). Innovation in Environmental Policy, Economic and Legal Aspects of Recent 
Developments in Environmental Enforcement and Liability. Aldershot, Brookfield: Edward Elgar, pp: 269. 

[39] Toumashev, A.R. and Toumasheva, M.V. (2015). The problem of the limits to growth: the Russian traditions 
of scientific research. The 4th International Congress on Interdisciplinary Behavior and Social Science 2015 
(ICIBSoS 2015), Kazan, Russia: Kazan Federal University, pp: 35-38. 

http://ecoreporter.ru/node/778
http://pubs.acs.org/action/doSearch?ContribStored=Auras%2C+R
http://pubs.acs.org/action/doSearch?ContribStored=Nguyen%2C+T+A
http://pubs.acs.org/action/doSearch?ContribStored=Castro+Aguirre%2C+E
http://pubs.acs.org/action/doSearch?ContribStored=Cheruvathur%2C+R
http://pubs.acs.org/action/doSearch?ContribStored=Liu%2C+Y


Journal of Applied Economic Sciences 
Volume XI, Issue 3(41), Summer 2016 

 

 

[40] Vane, H.R. and Mulhearn, C. (Eds.) (2010). Simon S. Kuznets, Theodore W. Schultz, W. Arthur Lewis and 
Robert M. Solow (The Pioneering Papers of the Nobel Memorial Laureates in Economics). Edward Elgar Pub, 
pp: 451. 

[41] Vane, H. and Mulhearn, C. (2011). Ragnar A.K. Frisch, Jan Tinbergen and Lawrence R. Klein (Pioneering 
Papers of the Nobel Memorial Laureates in Economics Series) Edward Elgar Pub, pp: 432. 

[42] Veblen, Th. (2008). The Theory of the Leisure Class. BiblioLife, pp: 308. 

[43] Veblen, Th. (2006). Conspicuous Consumption (Penguin Great Ideas). Penguin Books, pp: 112. 

[44] Witt, U. (2001). Economic Growth — What Happens on the Demand Side? Introduction. Journal of 
Evolutionary Economics, 11: 2–18. 

  



Journal of Applied Economic Sciences 
Volume XI, Issue 3(41), Summer 2016 

 

Corporate Governance, a Shield of Bankruptcy 
 

Wannuda PETPAIROTE 
Faculty of Management Science, Khon Kaen University, Thailand 

theee_nf@hotmail.com 

Nongnit CHANCHARAT 
Faculty of Management Science, Khon Kaen University, Thailand 

mnongn@kku.ac.th 

Abstract 

The primary aim of the paper is to review previous literature with respect to corporate governance, 
bankruptcy prediction in various ways and the importance of the variables used in predicting bankruptcy. The paper 
attempts to conduct a literature review, to analyze and synthesize the data from previous studies illustrating the 
variables used to predict bankruptcy or survival of the business in many developed countries in a group of 
developed countries such as Italy, the United States, Australia, New Zealand, Spain and France as well as those 
in a group of developing countries such as China, Malaysia and Thailand. The literature review could gather 
structural variables of corporate governance. Obviously, the relevant studies reviewed used both quantitative and 
qualitative research methodologies such as multiple regression, the pooled ordinary least squares, Altman’s z-
score, t-test, ordinary least squares regression, survival analysis, cox proportional hazard technique, questionnaires 
(Likert scale), probit regression, generalized least square, McKinsey approach and competing-risks model and so 
on; and also they have used various variables indicating the corporate governance of the company, leading to the 
business survival. This research is a beginning point of taking the variables gathered from such literature review in 
quantitative modeling of study. 

Keywords: Corporate governance, bankruptcy, company survival. 

JEL Classification: G34. 

Introduction 

The good corporate governance for listed companies in the year 2012 was the implementation of 15 
corporate governance practices in accordance with the Stock Exchange announcement in 2006, equivalent to 
corporate governance of the Organization for Economic Co-operation and Development (OECD 2004), that is the 
prototype of the laws and practices of corporate governance of the government and World Stock Exchanges, 
consisting of principles and good practices divided into 5 categories. 

The concept of corporate governance is simply defined as "corporate governance is the relationship 
between many parties involving making a decision in the aspects of performance and direction of the company". 
There are three major parties including the board, chief executives of the company and shareholders. The board 
controls the executives in determining the company direction such as creation of enterprise value and also the 
major shareholders can appoint a committee (Monks and Minow 2008). The structure of the corporate governance 
composed of three main groups: shareholders, board of directors and chief executives who play an important role 
in involving lower-potion persons in other groups such as stakeholders, audit committee and independent board. 

Based on literary review, it is found that all these factors affect the bankruptcy of a company listed on the 
Stock Exchange of Thailand. 
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Conclusion 

This paper has conducted a literature review and synthesized the structural variables of corporate 
governance related to firm performance in order to create the model used to predict survival or failure of the 
business. It also has collected the samples in many countries such as China, Italy, the United States, Malaysia, 
Australia, New Zealand, Spain, France and Thailand, and a variety of both quantitative and qualitative statistical 
studies such as analytical methodologies of multiple regression, the pooled, ordinary least squares, Altman's z-
score, the interest coverage ratio (ICR), t-test, ordinary least squares regression, survival analysis, cox proportional 
hazard technique, questionnaires (Likert scale), probit regression, generalized least square, McKinsey approach 
and competing-risks model and etc. 

According to the literature review, it was found that each research used similar variables such as board size; 
positions combination of Chairman and CEO; and shareholders’ concentration etc. Based on agency theory, there 
are important people including the audit committee and independent board involved in monitoring the management 
and power balance to avoid conflicts of interests. However, it is to be noted here that there is no previous research 
investigating in this following contexts such as a relationship between the proportion of female board and firm 
performance. This is a new studied context in Thailand. In the year 2009, the female board caused a variety of 
ideas, consistent with the improvement of corporate governance for listed companies. 

Consequently, there is a study of these variables for creating a better model to predict the survival of 
business. The research methods of the past studies such as those of Xie et al. (2003), Chiang and Chia (2005), 
Minguez-Veraand Lopez- Martinez (2010), Hu, Tam and Tan (2010) and Chitnomrath et al. (2011) were the long 
term studies, which may give inaccurate results because when the businesses were experiencing financial failure 
or were closed down, the samples studied would have incomplete information used as predictive information. While 
there will be the survival analysis of the business with Cox proportional hazard technique, such samples can be 
used to study perfectly. 

The only limitation of this study included a reviewof thevariables governancestructurewhich is non-financial 
variable,and a lack of the literature review relating to the financial variables such as Profitability Ratios, Liquidity 
Ratios, Activity Ratios and Leverage Ratios as the financial variables can be used to explain the relationship 
between corporate governance and bankruptcy.If there is a study of bothvariables, this researchwill be more 
completeand will indicate the more complete information. (Hensher, Jones and Green 2007) 
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